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in the case of metaphysics we find this situation: through the form of its
works it pretends to be something that it is not

Rudolf Carnap

ant is a mass term for anteaters

Daniel Dennett



For Caragh and Nelleke



Preface

This is a polemical book. One of its main contentions is that contemporary
analytic metaphysics, a professional activity engaged in by some extremely
intelligent and morally serious people, fails to qualify as part of the enlightened
pursuit of objective truth, and should be discontinued. We think it is impossible
to argue for a point like this without provoking some anger. Suggesting that
a group of highly trained professionals have been wasting their talents—and,
worse, sowing systematic confusion about the nature of the world, and how to
find out about it—isn’t something one can do in an entirely generous way. Let
us therefore stress that we wrote this book not in a spirit of hostility towards
philosophy or our fellow philosophers, but rather the opposite. We care a great
deal about philosophy, and are therefore distressed when we see its reputation
harmed by its engagement with projects and styles of reasoning we believe bring
it into disrepute, especially among scientists. We recognize that we may be
regarded as a bit rough on some other philosophers, but our targets are people
with considerable influence rather than novitiates. We think the current degree
of dominance of analytic metaphysics within philosophy is detrimental to the
health of the subject, and make no apologies for trying to counter it.

Lest the reader suppose on the basis of the above remarks that the whole book
is a campaign of aggressive destruction, we emphasize that they describe only
part of the first chapter. Having argued there that analytic metaphysics as it is
now practised is irrelevant to our metaphysical project, we spend the rest of the
book attempting to encourage truly naturalistic metaphysics by example. For
reasons related to our naturalism, and stated early in the text, we expect that
our particular positive account of the nature of the world will be deemed mainly
or perhaps even entirely incorrect by future philosophers who will know future
science. This is likely to be the fate of any generalizations of wide scope based on
limited empirical observations. But we hope the kind of metaphysic we construct
here—one motivated by currently pursued, specific scientific hypotheses, and
having as its sole aim to bring these hypotheses advanced by the various special
sciences together into a comprehensive world-view—will go on being constructed
by others for as long as science itself is carried out.

The structure of the book is as follows. Chapter 1, as indicated above, is
partly destructive in aim. It is intended to persuade the reader that standard
analytic metaphysics (or ‘neo-scholastic’ metaphysics as we call it) contributes
nothing to human knowledge and, where it has any impact at all, systematically
mistepresents the relative significance of what we do know on the basis of science.
We go on to explain and defend our particular form of naturalism, and our
view of the relationship between physics and the rest of science. This is the most
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accessible chapter of the book, and it is possible that some readers, who are more
interested in philosophers’ attitudes towards science than in metaphysics per se,
may want to read only it.

Chapter 2, by contrast, will seem to most philosophers to be the most
conventional part of the book. Here we assemble foundations for the metaphysics
to come on the basis of a particular position, ‘ontic structural realism’ (OSR),
that we defend as the best synthesis of several decades of reflection and argument
in the philosophy of science on the debate between empiricists and scientific
realists, particularly in the light of the history of science and the relationships
between successful theories and their successors. This provides the conceptual
framework within which we then consider relationships among contemporary
theories in different sciences so as to construct a unified world picture.

Chapters 3 and 4 constitute the heart of our positive naturalistic metaphysics,
so we hope the reader will indulge their considerable length and complexity. In
Chapter 3 we ask which among possible unifying principles are motivated by
advanced physical theory as we now find it. We furthermore show how OSR is
motivated directly by this physical theory, thus exemplifying our principle from
Chapter 1 that the input for philosophizing must come from science. In Chapter 4
we inquire as to how the general image of reality suggested by contemporary
(fundamental) physics can be reconciled— composed into one world with— the
many special sciences that appear to have quite different theoretical structures
and commitments. On the basis of this investigation we propose a theory of
ontology—of what there is—that we call Rainforest Realism (RR) because of
the relatively lush ontology it propounds.

In Chapter 5 we show how our naturalistic metaphysics, which consists in the
combination of OSR and RR, achieves consilience among a wide variety of facts
about the sciences, including the ways in which they investigate and understand
causal claims, the status of scientific laws, and the principles of classification and
arrangements of reality into types that scientists use as they discover and refine
predictive and explanatory generalizations. The combined position, our positive
naturalistic metaphysics, is called ‘Information-Theoretic Structural Realism’
(ITSR), for reasons that will become evident. In Chapter 5 the reader who
struggled through the often dense material in Chapters 3 and 4 will receive her
payoff, as she sees the progress that ITSR permits us to make on a range of major
preoccupations in the philosophy of science.

Finally, the brief Chapter 6 orients our metaphysic in the context of work by
other philosophers that is closest in positive content to ours. We first ask how our
general account differs from that of Kant, since strong affinities will have occurred
to some readers. A similar question, and for similar reasons, is asked about our
relationship to the philosophy of Daniel Dennett. We next consider traditional
points of issue between realism and empiricism, showing that we side with realists
on some, with empiricists on others, and that we reject the underlying terms of
debate on still others. At this point we explain why it is appropriate to regard our
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view as a kind of ‘neo-positivism’, despite our allowing for the significance of a
minimalist positive metaphysics where the positivists insisted on none. Finally,
before concluding, we note the arguments of an ultimately anti-naturalist theistic
philosopher who argues for supernaturalism on the grounds that if one doesn’t
adopt it one will be forced to a theory exactly like the one we give in this book.
The theist considers this the basis for a conclusion by reductio; we agree, but
make the opposite judgement about what is absurd.

This book began as a collaboration among four authors. As the project
developed, the two of us (Ladyman and Ross) found our thinking shifting in a
more empiricist direction than any of us had started from, and under the impetus
of this we increasingly drove the project in a direction of our own. The other two
original authors, however, David Spurrett and John Collier, were so important as
consultants and researchers throughout the project that they are acknowledged
on the cover and title page. They also wrote parts of three chapters, as is indicated
in the Contents.

Our next greatest debt of thanks goes to Nelleke Bak, who checked the
entire manuscript for consistency (while also formatting our references). This
is obviously more important in a co-authored work than is normally the case
for a philosophy manuscript. This is a long book that states many propositions;
without Nelleke’s diligence and acumen, we would have produced a book that
more than once proclaimed P and ~P, and would thus have implicitly announced
every proposition altogether.

The following colleagues and friends read our first draft and commented tren-
chantly and constructively on it in detail: Jimmy Doyle, Katherine Hawley, Chris
Honey, Harold Kincaid, Ausonio Marras, Alex Rosenberg, Emma Ruttkamp,
and David Wallace, and an anonymous reader for Oxford University Press. The
book is very much better than it was thanks to their assistance, though we repeat
the standard mantra of authors that the remaining errors were made at our
insistence.

For their long-standing influence on our ideas, for discussion of many of the
issues we address, for their encouragement of the project, and for comments
on specific parts of the text, we thank Dan Dennett and Bas van Fraassen. In
a similar vein, Collier acknowledges Cliff Hooker and Kai Neilson. The other
great intellectual debt that we owe is to Steven French for the breadth and depth
of his work on the subject matter of Chapters 2 and 3 and its profound influence
on Ladyman. Much of our articulation and defence of OSR is derived from
previously published joint work by French and Ladyman. We are also grateful
to the following people for discussions and other help concerning some or all
of the issues we address: Alexander Bird, Harvey Brown, Jeremy Butterfield,
Michael Esfeld, Hannes Leitgeb, Samir Okasha, Oliver Pooley, Simon Saunders,
and Finn Spicer.

We had institutional support for which we are grateful. Ladyman enjoyed the
support of a Philip Leverhulme Prize that enabled a trip to South Africa to work
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with Ross to finalize the manuscript. Ross enjoyed an appointment as a Benjamin
Meeker Visiting Professor at the University of Bristol in 2004 that facilitated
the main collaboration with Ladyman. Ross also received substantial travel and
other research financing from the Center for Ethics and Values in the Sciences
at the University of Alabama at Birmingham. He also enjoyed support from the
University Research Committee of the University of Cape Town.

We have presented our work in progress at meetings in Bristol, Sydney, Halifax,
Oxford, Pietermaritzburg, and St Johns, and extend our thanks accordingly. This
project was conceived and sustained at the annual International Philosophy of
Science Conference held each year at the Inter-University Centre in the wondrous
World Heritage Site of Dubrovnik, Croatia. We heartily thank the Directors of
the workshop and the people of Dubrovnik for their repeated hospitality.

JL & DR
Cape Town, South Africa, August 2006
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1

In Defence of Scientism

Don Ross, James Ladyman, and David Spurrett

1.1 NATURALISTIC METAPHYSICS

The aim of this book is to defend a radically naturalistic metaphysics. By this we
mean a metaphysics that is motivated exclusively by attempts to unify hypotheses
and theories that are taken seriously by contemporary science. For reasons to
be explained, we take the view that no alternative kind of metaphysics can be
regarded as a legitimate part of our collective attempt to model the structure of
objective reality.

One of our most distinguished predecessors in this atticude is Wilfrid Sellars.
He expressed a naturalistic conception of soundly motivated metaphysics when
he said that the philosopher’s aim should be ‘knowing one’s way around with
respect to the subject matters of all the special [scientific] disciplines’ and ‘building
bridges’ between them (1962, 35). It might of course be wondered whether or
why science has any role for non-specialist bridge-builders. The argument that
there is a useful such role must, for the naturalist, be by way of demonstration.
We aim to provide such a demonstration later in the book (Chapters 4 and 5),
when we turn to positive claims and build specific bridges. First, however, there
is work of a destructive sort that needs to be done.

There is a rich tradition of naturalistic metaphysics in Western philosophy.
Competing strongly with this tradition—often within the body of a single
philosopher’s work—is a tradition which aims at domesticating scientific dis-
coveries so as to render them compatible with intuitive or ‘folk’ pictures of
structural composition and causation. Such domestication is typically presented
as providing ‘understanding’. This usage may be appropriate given one everyday
sense of ‘understanding’ as ‘rendering more familiar’. However, we are interested
here in a sense of ‘understanding’ that is perhaps better characterized by the
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word ‘explanation’, where an explanation must be true (at least in its most gen-
eral claims). We argue that a given metaphysic’s achievement of domestication
furnishes no evidence at all that the metaphysic in question is true, and thus no
reason for believing that it explains anything,

Quine (1969), in arguing for the naturalization of epistemology, claimed
that the evolutionary processes that designed people should have endowed
us with cognition that reliably tracks truth, on the grounds that believing
truth is in general more conducive to fitness than believing falschood. This
is an empirical hypothesis, and it may well be a sound one. However, it
does not imply that our everyday or habitual intuitions and cognition are
likely to track truths reliably across all domains of inquiry. We believe it
to be probable that human intelligence, and the collective representational
technologies (especially public languages) that constitute the basis for what
is most biologically special about that intelligence (see Clark 1997, 2004,
Ross forthcoming b), evolved mainly to enable us to navigate complex social
coordination games (Byrne and Whiten 1988, 1997; Whiten and Byrne 1997;
Ross 2005, forthcoming a). People are probably also relatively reliable barometers
of the behavioural patterns of animals they get to spend time observing, at making
navigational inferences in certain sorts of environments (but not in others), and
at anticipating aspects of the trajectories of medium-sized objects moving at
medium speeds. However, proficiency in inferring the large-scale and small-
scale structure of our immediate environment, or any features of parts of the
universe distant from our ancestral stomping grounds, was of no relevance to
our ancestors’ reproductive fitness. Hence, there is no reason to imagine that our
habitual intuitions and inferential responses are well designed for science or for
metaphysics.

Fortunately, people learned to represent the world and reason mathematic-
ally—that is, in a manner that enables us to abstract away from our familiar
environment, to a degree that has increased over time as mathematics has
developed—and this has allowed us to achieve scientific knowledge. Since this
knowledge can be incorporated into unified pictures, we also can have some
justified metaphysics. Based as it is on incomplete science, this metaphysics
probably is not true. However, if it is at least motivated by our most care-
ful science at time t, then it is the best metaphysics we can have at t. We
will argue for a metaphysics consistent with and motivated by contemporary
science by, in the first place, contrasting it with the kind of metaphysics
that has arisen through the tradition of domestication. There are various
ways of trying to discover the character of the latter. One way that is not
very reliable (because too dependent on unverifiable conjectures about his-
tory) is to ask what metaphysical pictures might have worked well for our
early hominid ancestors. Two better ways infer our habitual tendencies in
metaphysical reasoning from assumptions encoded in natural languages, and
from the efforts of our most important philosophers when they work in the
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spirit of domestication, as most do some of the time and some do all of
the time.

Lakoff and Johnson (1980) and Lakoff (1987) have done pioneering work
at uncovering habitual metaphysics, at least among English speakers, by the
linguistic route. They document the extent to which the deep metaphors of
English, which govern everyday inferences made in that language, are structured
according to an implicit doctrine of ‘containment’.! On this doctrine, the world is
a kind of container bearing objects that change location and properties over time.
These objects cause things to happen by interacting directly with one another.
Prototypically, they move each other about by banging into one another. At least
as important to the general picture, they themselves are containers in turn, and
their properties and causal dispositions are to be explained by the properties and
dispositions of the objects they contain (and which are often taken to comprise
them entirely).

Though we are closely informed about the deep metaphorical structure of only
a tiny proportion of human languages, it seems likely that the structure described
above is reflected in most of at least the Western ones, including the ancient
Western ones. It may thus be thought unsurprising that the earliest known
Western philosophy puzzled itself over ways in which the apparently endless
regress of containment might be stopped. Thales suggested that everything is
ultimately ‘made of” water. Other early philosophers suggested air and fire
instead. Popular consensus eventually settled down, for a long time, on the idea
that all corporeal things are made of mixtures of four basic elements—earth,
water, air, and fire—with differences among kinds of things to be explained
by reference to differences in elemental proportions. Then science replaced
the four elements with tiny, indivisible, ultimate particles—first early modern
corpuscles, then atoms, then systems of subatomic particles still often conceived in
popular imagination as sub-microscopic solar systems, whose ‘stars’ and ‘orbiting
planets’ are supposedly the new ultimate constituents from which everything is
composed.

The modern mereology has in some ways strengthened the commitments of
the containment metaphor. Aristotle, famously, had a complex and multi-faceted
concept of causation. Causation to the modern domesticating metaphysician is,
by contrast, typically identified with what Aristotle called ‘efficient causation’. A
characteristic of efficient causation, in the context of the containment metaphor,
is that it is imagined to ‘flow’ always from ‘inside out’. Thus the ultimate
constituents of the world that halt the regress of containment are also taken to
be the ultimate bearers of causal powers, which somehow support and determine

1 Here are some of their examples of everyday English phrases that encode the implicit metaphysic
of containment: There was a lot of good running in the race; Halfway into the race 1 ran out of
energy; How did Jerry get out of washing the windows?; Outside of washing the windows, what
else did you do?; He’s immersed in washing the windows right now; We're out of trouble now; ’'m
slowly getting 7nzo shape; He fell into a depression (Lakoff and Johnson 1980, 31-2).
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the whole edifice of (often complex) causal relations that constitute the domain
of observable dynamics.

The metaphysics of domestication tends to consist of attempts to render
pieces of contemporary science—and, at least as often, simplified, mythical
interpretations of contemporary science—into terms that can be made sense of
by reference to the containment metaphor. That is, it seeks to account for the
world as ‘made of” myriad ‘little things’ in roughly the way that (some) walls
are made of bricks. Unlike bricks in walls, however, the little things are often
in motion. Their causal powers are usually understood as manifest in the effects
they have on each other when they collide. Thus the causal structure of the
world is decomposed by domesticating metaphysics into reverberating networks
of what we will call ‘microbangings’— the types of ultimate causal relations that
prevail amongst the basic types of little things, whatever exactly those turn out to
be. Metaphysicians, especially recently, are heavily preoccupied with the search
for ‘genuine causal oomph’, particularly in relation to what they perceive to be
the competition between different levels of reality.? We will argue that this is
profoundly unscientific, and we will reject both the conception of causation and
levels of reality upon which it is based.

We will argue in this book that, in general, the domesticating metaphysics finds
no basis in contemporary science. Some successful science, and some reasonable
metaphysics, were done in the past on the basis of it. However, the attempt to
domesticate twenty-first-century science by reference to homely images of little
particles that have much in common with seventeenth- and eighteenth-century
mechanistic and materialist metaphysics is forlorn. There are, we will argue, no
litele things and no microbangings. Causation does not, in general, flow from
the insides of containers to their outsides. The world is in no interesting ways
like a wall made of bricks in motion (that somehow manages not to fall apart),
or, in the more sophisticated extension of the metaphor dominant since modern
science, like a chamber enclosing the molecules of a gas. Indeed, it is no longer
helpful to conceive of either the world, or particular systems of the world that
we study in partial isolation, as ‘made of” anything at all.3

As we will discuss in Chapter 5, the containment metaphor and its accompa-
nying ontology of little things and microbangings has more problems than its
mere failure to follow from science. It cannot be defended by someone on the
grounds that psychological repose and cultural familiarity are values that might
be defended against the objective truth. This is because the increasing heights of
abstraction in representation achieved by science over the past century have now
carried its investigations so far beyond the reaches of our ancestral habitation
that the containment metaphor can no longer be applied to the scientific image

2 We take it that ‘causal oomph’ is a synonym of ‘biff” (Armstrong 2004). We discuss this in 5.2.
3 We do not intend here to impugn the accounts of composition that are ubiquitous in the
special sciences. Rather our target is the metaphysical idea of composition discussed further in 1.2.3.
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without doing at least as much violence to everyday intuitions as does our
denial of the metaphor. This emerges most cleatly in the struggles of professional
domesticators— that is, (some) philosophers. Much recent metaphysics, in trying
to save a version of the habitual picture that has already been transformed by
half-digested science, ends up committed to claims that are as least as shocking to
common sense as anything we will urge. For example, Trenton Merricks (2001)
is led to deny the existence of tables and chairs because he thinks physics tells
us that they decompose without residue into atoms, and he denies that baseballs
can break windows because he thinks that windows must be broken by particular
atomic constituents of a baseball, thus rendering the effects of the ball as a whole
causally otiose. (We return to Merrick’s work in 1.2.3 below.)

According to the account we will give, science tells us many surprising things,
but it does not impugn the everyday status of objects like tables and baseballs.
These are, we will argue, aspects of the world with sufficient cohesion at our scale
that a group of cognitive systems with practically motivated interest in tracking
them would sort them into types for book-keeping purposes. They are indeed
not the sorts of objects that physics itself will directly track as types; but this is a
special instance of the more general fact that physics, according to us, does not
model the world in terms of types of objects in the first place.

We can imagine some readers worrying that our whole effort here will rely on
a premise to the effect that scientific objectivity is all that matters, or that if it
comes into conflict with our desire to feel at home in our own ‘Lebenswelt’ then
it is the second that must always give way. We depend on no such premise. People
who wish to explore the ways in which the habitual or intuitive anthropological
conceptual space is structured are invited to explore social phenomenology. We
can say ‘go in peace’ to Heideggerians, noting that it was entirely appropriate that
Heidegger did not attempt to base any elements of his philosophy on science,
and focused on hammers—things that are constituted as objects by situated,
practical activity—rather than atoms—things that are supposed by realists to
have their status as objects independently of our purposes—when he reflected on
objects. We, however, are interested in objective truth rather than philosophical
anthropology. Our quarrel will be with philosophers who claim to share this
interest, but then fail properly to pay attention to our basic source of information
about objective reality.

There is another set of philosophers who are broadly naturalistic in the sense
that, like us, they allow science priority over domesticating conceptual analysis,
but whose perspective fits uncomfortably with our understanding of metaphysics
as consisting in unification of science. These are philosophers such as Cartwright
(1999) and Dupré (1993) who argue, on the basis of reflections on the ontology
implied by science, that the world is not metaphysically unified. The objection
will naturally be raised for us that, by our definition of naturalistic metaphysics,
generation of arguments for disunity is not naturalistic metaphysical inquiry. We
indeed claim that if the world were fundamentally disunified, then discovery of
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this would be tantamount to discovering that there is no metaphysical work to
be done: objective inquiry would start and stop with the separate investigations
of the mutually unconnected special sciences. By ‘fundamentally disunified” we
refer to the idea that there is no overarching understanding of the world to be had;
the best account of reality we could establish would include regions or parts to
which no generalizations applied. Pressed by Lipton (2001), Cartwright (2002)
seems to endorse this. However, she admits that she does so (in preference to
non-fundamental disunity) not because ‘the evidence is ... compelling either way’
(2002, 273) but for the sake of aesthetic considerations which find expression in
the poetry of Gerald Manley Hopkins. Like Hopkins, Cartwright is a lover of ‘all
things counter, original, spare, strange’ (ibid). That is a striking motivation to be
sure, but it is clearly not a naturalistic one. Similarly, although Dupré’s arguments
are sometimes naturalistic, at least as often they are in service of domestication.
He frequently defends specific disunity hypotheses on the grounds that they
are politically or ethically preferable to unifying (‘imperialistic’) ones. (See
especially Dupré 2001, and Ross 2005, chs. 1 and 9.) The urge to try to
make the world as described by science safe for someone’s current political and
moral preferences may even be the main implicit motivation for most efforts at
domestication.

We must admit that the hypothesis that metaphysics is possible is itself a
metaphysical hypothesis, but this is a purely semantic point, arising simply from
the fact that in the normal arrangement of domains of inquiry, there is no
named level of abstraction beyond the metaphysical. (By contrast, wondering
whether physics is unified is metaphysics, wondering whether chemistry is unified
is physics, and so on.) Our substantive claim is that the worthwhile work to
be done by naturalistic metaphysics consists in secking unification, but this
is not based on an analysis of ‘metaphysics’. Let us just stipulate, then, that
inquiry into the possibility or impossibility of metaphysics is ‘metametaphysics’.
Then naturalistic metametaphysics, we hold, should be based on naturalistic
metaphysics, which should in turn be based on science. At various points in
the discussion to come, we engage with naturalistic advocates of disunity as we
do with fellow naturalists in general. When we do, we will avoid pedantically
announcing ourselves as shifting into metametaphysics. Otherwise we will assume
that naturalistic metaphysics is possible, and that we are successfully doing some
of it here.

Jonathan Lowe (2002) has two arguments against naturalized metaphysics:

(i) ‘totheextent thatawholly naturalistic and evolutionary conception of human
beings seems to threaten the very possibility of metaphysical knowledge, it
equally threatens the very possibility of scientific knowledge’ (6). Since natural
selection cannot explain how natural scientific knowledge is possible, the
fact that it cannot explain how metaphysical knowledge is possible gives us
no reason to suppose that such knowledge is not possible.
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(ii) Naturalism depends upon metaphysical assumptions.

In response, we maintain that even if one granted the tendentious claim that
natural selection cannot explain how natural scientific knowledge is possible, we
have plenty of good reasons for thinking that we do have such knowledge. On
the other hand, we have no good reasons for thinking that a priori metaphysical
knowledge is possible. With respect to Lowe’s second claim, it is enough to point
out that even if naturalism depends on metaphysical assumptions, the naturalist
can argue that the metaphysical assumptions in question are vindicated by the
success of science, by contrast with the metaphysical assumptions on which
autonomous metaphysics is based which are not vindicated by the success of
metaphysics since it can claim no such success.

1.2 NEO-SCHOLASTIC METAPHYSICS

In this section we describe the philosophical environment that motivates our
project. Our core complaint is that during the decades since the fall of logical
empiricism, much of what is regarded as ‘the metaphysics literature” has proceeded
without proper regard for science. The picture is complicated, however, by
the fact that much activity in what is classified as philosophy of science is
also metaphysics, and most of this work is scientifically well informed. This
book is an exercise in metaphysics done as naturalistic philosophy of science
because we think that no other sort of metaphysics counts as inquiry into
the objective nature of the world. In this and the following few sections,
we aim to show why, despite the fact that our book is about metaphysics,
almost all of our discussion from Chapter 2 onward will engage with problems
and disputes emanating from the philosophy of science and from science
itself.

As long as science enjoys significant prestige there will be attempts to
pass off as science ideological pursuits, such as intelligent design ‘theory’ (sic)
and ‘hermeneutic economics’ (Addleson 1997), and attempts to challenge or
undermine the epistemic credentials of science.# We have nothing to add to the
contributions of those who have criticized these attempts.5 Though we follow the
logical positivists and empiricists in concerning ourselves with the ‘demarcation
problem’, our concern here is not with populist pseudo-science. It is instead
with a sophisticated cousin of pseudo-science, pseudo-naturalist philosophy,
especially as this occurs in metaphysics. Espousal of ‘naturalism’ is widespread
in philosophy, but explicit criteria for being consistently naturalist are rare. In
1.3 below we provide a new formulation of the naturalist credo. First, in the

4 For example, Dupré (2001), Harris (2005).
5 Kitcher (1982) and Pennock (2000) are outstanding examples.
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present section we sketch some of the historical background to the emergence of
‘neo-scholastic’ metaphysics, and in the next section we argue against it.6

Around a century ago, Bertrand Russell rejected the dominant philosophical
idealism of his day, and most of the principles of speculative metaphysics that
had supported it. In its place he proposed and helped to develop an approach
to epistemology and metaphysics based on the logical analysis of claims justified
by empirical experience, particularly by empirical science. The logical positivists
briefly carried Russell’s programme to extremes, believing that by reduction of all
empirically significant statements to reports about sense-data they could do away
with metaphysics altogether. In this ambition they of course failed—not least
because one of their central working concepts, that of a ‘sense-datum’, is itself a
scientifically unsupported one. Their understanding of ‘empirical significance’ in
terms of the verificationist theory of meaning was likewise a piece of metaphysics
they did not derive from science. Although many philosophers in the twentieth
century regarded metaphysics as a relic of earlier ages, it never ceased to be done,
even by those who intended to avoid it.

Though positivism and its successor, logical empiricism, died as seri-
ous philosophical options, they expired gradually. The most persuasive criti-
cisms of logical empiricism were given by logical empiricists themselves (for
example, Hempel 1950), and the basic ideas behind Quine’s famous (1951)
work of destruction were anticipated by prior insights of, among others, Carnap
(see Creath 1991). Nevertheless, for at least twenty years after the origi-
nal core commitments of positivism had all been surrendered—so, into the
1970s— philosophers often conveyed roughly the following message to their
students:

The technical aims of positivism and logical empiricism—to show how all meaningful
discourse can be reduced to, or at least rigorously justified by reference to, reports of
observations regimented for communication and inference by formal linguistic conven-
tions— have been shown to be unachievable. Nevertheless, the positivists, following the
lead of Hume and Russell before them, introduced into (non-continental) philosophy a
profound respect for empirical science and its pre-eminence in all inquiry that continues
to be the basis of the philosophical project. We may no longer believe in the verificationist
theory of meaning, in the myth of the given, or in the analytic—synthetic distinction.
Nevertheless, it is in the spirit of the positivists that we can say, with Quine, ‘philosophy
of science is philosophy enough’. (Quine 1953[1966], 151)7

Of course, if the positivists are wrong in fact, however right they might have
been in aim and spirit, then metaphysics can’t be regarded as impossible or

6 The term ‘neo-scholastic’ metaphysics is fairly widely used among philosophers of science.
We owe our usage of it to Ross and Spurrett (2004) but it is so apt that we suspect it has been
independently invented on many occasions.

7 This imaginary quotation distils what Ross was taught by an almost unanimous consensus
among his graduate school professors in the 1980s.
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foolish on the basis of their arguments. A key breakthrough in the rehabilitation
of metaphysics came in the mid-1970s, when Kripke’s Naming and Necessity
(1973), and a series of papers on meaning in science by Hilary Putnam (gathered
in Putnam 1975b), convinced many philosophers to believe in both metaphysical
reference relations, and in the mind-independent reality of the objects of suc-
cessful scientific theories.8 Thanks to Putnam and David Lewis, trips to possible
worlds became standard instruments of philosophical argument.

Initially, this sort of metaphysics could be indulged in guiltlessly by philoso-
phers who admired the positivists, because it was profoundly respectful of science.
Indeed, in providing philosophers with a way of regarding leading scientific the-
ories as literally true—rather than just instrumentally useful or descriptively
adequate to experience—it seemed to pay science even deeper tribute than pos-
itivism had done. In its early days the metaphysical turn was partly inspired by
interpretative problems about meaning continuity arising from the philosophical
history of science championed by Kuhn. Such history became a core part of
philosophy’s subject matter; and the metaphysics of essences, natural kinds, and
rigid designation gave philosophers a means of avoiding the relativist path that
was bound to end in the tears of sociology. Indeed, some philosophers (especially
followers of a particular interpretation of the later Wittgenstein) followed social
scientists in regarding the reborn metaphysics as ‘scientistic’ (Sorrell 1991). We
wish this charge were better justified than it is.

The revival of metaphysics after the implosion of logical positivism was accom-
panied by the ascendancy of naturalism in philosophy, and so it seemed obvious
to many that metaphysics ought not to be ‘revisionary’ but ‘descriptive’ (in Peter
Strawson’s terminology, 1959). That is, rather than metaphysicians using ratio-
nal intuition to work out exactly how the absolute comes to self-consciousness,
they ought instead to turn to science and concentrate on explicating the deep
structural claims about the nature of reality implicit in our best theories. So, for
example, Special Relativity ought to dictate the metaphysics of time, quantum
physics the metaphysics of substance, and chemistry and evolutionary biology
the metaphysics of natural kinds. However, careful work by various philosophers
of science has shown us that this task is not straightforward because science,
usually and perhaps always, underdetermines the metaphysical answers we are
seeking. (See French 1998, 93). Many people have taken this in their stride and
set about exploring the various options that are available. Much excellent work
has resulted.? However, there has also been another result of the recognition that
science doesn’t wear metaphysics on its sleeve, namely the resurgence of the kind
of metaphysics that floats entirely free of science. Initially granting themselves

8 Fodor (2004) also sees the Kripke and Putnam arguments for referential realism as the moment
when analytical philosophy broke free of its Quinean moorings, on the basis of wishful thinking
rather than sound argument.

9 See Butterfield (2006) for recent exemplary work.
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permission to do a bit of metaphysics that seemed closely tied to, perhaps even
important to, the success of the scientific project, increasing numbers of philoso-
phers lost their positivistic spirit. The result has been the rise to dominance of
projects in analytic metaphysics that have almost nothing to do with (actual)
science. Hence there are now, once again, esoteric debates about substance,
universals, identity, time, properties, and so on, which make little or no reference
to science, and worse, which seem to presuppose that science must be irrelevant
to their resolution. They are based on prioritizing armchair intuitions about the
nature of the universe over scientific discoveries. Attaching epistemic significance
to metaphysical intuitions is anti-naturalist for two reasons. First, it requires
ignoring the fact that science, especially physics, has shown us that the universe
is very strange to our inherited conception of what it is like. Second, it requires
ignoring central implications of evolutionary theory, and of the cognitive and
behavioural sciences, concerning the nature of our minds.

1.2.1 Intuitions and common sense in metaphysics

The idea that intuitions are guides to truth, and that they constitute the basic
darta for philosophy, is of course part of the Platonic and Cartesian rationalist
tradition.!® However, we have grounds that Plato and Descartes lacked for
thinking that much of what people find intuitive is not innate, but is rather a
developmental and educational achievement. What counts as intuitive depends
partly on our ontogenetic cognitive makeup and partly on culturally specific
learning. Intuitions are the basis for, and are reinforced and modified by,
everyday practical heuristics for getting around in the world under various
resource (including time) pressures, and navigating social games; they are not
cognitive gadgets designed to produce systematically worthwhile guidance in
either science or metaphysics. In light of the dependence of intuitions on species,
cultural, and individual learning histories, we should expect developmental and
cultural variation in what is taken to be intuitive, and this is just what we find. In
the case of judgements about causes, for example, Morris et al. (1995) report that
Chinese and American subjects differed with respect to how they spontaneously
allocated causal responsibility to agents versus environmental factors. Given
that the ‘common sense’ of many contemporary philosophers is shaped and
supplemented by ideas from classical physics, the locus of most metaphysical
discussions is an image of the world that sits unhappily between the manifest
image and an out of date scientific image.!!

10 DePaul and Ramsey (1998) contains a number of papers assessing the epistemic status of
intuition in philosophy though none of them are primarily concerned with the role of intuition in
analytic metaphysics.

11 Tt is ironic that the most prominent defender of antirealism about scientific knowledge, namely
Bas van Fraassen, is also one of the fiercest contemporary critics of speculative metaphysics not least
because it has nothing to do with science (see especially his 2002).
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While contemporary physics has become even more removed from common
sense than classical physics, we also have other reasons to doubt that our common
sense image of the world is an appropriate basis for metaphysical theorizing.
Evolution has endowed us with a generic theory or model of the physical world.
This is evident from experiments with very young children, who display surprise
and increased attention when physical objects fail to behave in standard ways. In
particular, they expect ordinary macroscopic objects to persist over time, and not
to be subject to fusion or fission (Spelke et al. 1995). For example, if a ball moves
behind a screen and then two balls emerge from the other side, or vice versa,
infants are astonished. We have been equipped with a conception of the nature
of physical objects which has been transformed into a foundational metaphysics
of individuals, and a combinatorial and compositional conception of reality that
is so deeply embedded in philosophy that it is shared as a system of ‘obvious’
presuppositions by metaphysicians who otherwise disagree profoundly.

This metaphysics was well suited to the corpuscularian natural philosophy of
Descartes, Boyle, Gassendi, and Locke. Indeed, the primary qualities of matter
which became the ontological basis of the mechanical philosophy are largely
properties which form part of the manifest image of the world bequeathed to
us by our natural history. That natural history has been a parochial one, in the
sense that we occupy a very restricted domain of space and time. We experience
events that last from around a tenth of a second to years. Collective historical
memory may expand that to centuries, but no longer. Similarly, spatial scales of
a millimetre to a few thousand miles are all that have concerned us until recently.
Yet science has made us aware of how limited our natural perspective is. Protons,
for example, have an effective diameter of around 10™°m, while the diameter of
the visible universe is more than 10'? times the radius of the Earth. The age of
the universe is supposed to be of the order of 10 billion years. Even more homely
sciences such as geology require us to adopt time scales that make all of human
history seem like a vanishingly brief event.

As Lewis Wolpert (1992) chronicles, modern science has consistently shown us
that extrapolating our pinched perspective across unfamiliar scales, magnitudes,
and spatial and temporal distances misleads us profoundly. Casual inspection
and measurement along scales we are used to suggest that we live in a Euclidean
space; General Relativity says that we do not. Most people, Wolpert reports, are
astounded to be told that there are more molecules in a glass of water than there
are glasses of water in the oceans, and more cells in one human finger than there
are people in the world (ibid. 5). Inability to grasp intuitively the vast time scales
on which natural selection works is almost certainly crucial to the success of
creationists in perpetuating foolish controversies about evolution (Kitcher 1982).
The problems stemming from unfamiliar measurement scales are just the tip of
an iceberg of divergences between everyday expectations and scientific findings.
No one’s intuitions, in advance of the relevant science, told them that white
light would turn out to have compound structure, that combustion primarily
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involves something being taken up rather than given off (Wolpert 1992, 4), that
birds are the only living descendants of dinosaurs, or that Australia is presently
on its way to a collision with Alaska. As Wolpert notes, science typically explains
the familiar in terms of the unfamiliar. Thus he rightly says that ‘both the ideas
that science generates and the way in which science is carried out are entirely
counter-intuitive and against common sense—by which I mean that scientific
ideas cannot be acquired by simple inspection of phenomena and that they
are very often outside everyday experience’ (ibid. 1). He later strengthens the
point: ‘T would almost contend that if something fits with common sense it
almost certainly isn’t science’ (ibid. 11). B. F. Skinner characteristically avoids
all waffling on the issue: “What, after all, have we to show for non-scientific or
pre-scientific good judgment, or common sense, or the insights gained through
personal experience? It is science or nothing’ (Skinner 1971, 152-3).

However, in exact reversal of this attitude metaphysicians place great emphasis
on preserving common sense and intuitions. Michael Loux and Dean Zim-
merman explain the methodology of metaphysics as follows: ‘One metaphysical
system is superior to another in scope in so far as it allows for the statement of
satisfactory philosophical theories on more subjects— theories that preserve, in
the face of puzzle and apparent contradiction, most of what we take ourselves
to know’ (2003, 5). Here is a conception of metaphysics according to which
its function is to reassure the metaphysician that what they already believe is
true. Yet philosophers are often completely deluded when they claim that some
intuition or other belongs to common sense. Not only are genuine common-
sense intuitions the product of cultural learning, but philosophers who have
spent years customizing their cognition with recondite concepts and philosoph-
ical technology, as well as habituating themselves to interpreting the world in
terms of specific philosophical theories, do not share as many intuitions with
the folk as they usually suppose. What metaphysicians take themselves to know
by intuition is independent of the latest scientific knowledge and is culturally
specific.

Lewis famously advocated a metaphysical methodology based on subjecting
rival hypotheses to a cost—benefit analysis. Usually there are two kinds of cost
associated with accepting a metaphysical thesis. The first is accepting some kind
of entity into one’s ontology, for example, abstracta, possibilia, or a relation
of primitive resemblance. The second is relinquishing some intuitions, for
example, the intuition that causes antedate their effects, that dispositions reduce
to categorical bases, or that facts about identity over time supervene on facts
about instants of time. It is taken for granted that abandoning intuitions should
be regarded as a cost rather than a benefit. By contrast, as naturalists we are
not concerned with preserving intuitions at all, and argue for the wholescale
abandonment of those associated with the image of the world as composed of
litdle things, and indeed of the more basic intuition that there must be something
of which the world is made.
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There are many examples of metaphysicians arguing against theories by
pointing to unintuitive consequences, or comparing theories on the basis of
the quantity and quality of the intuitions with which they conflict. Indeed,
proceeding this way is more or less standard. Often, what is described as intuitive
or counterintuitive is recondite. For example, L. A. Paul (2004, 171) discusses
the substance theory that makes the de re modal properties of objects primitive
consequences of their falling under the sortals that they do: ‘A statue is essentially
statue shaped because it falls under the statue-sort, so cannot persist through
remoulding into a pot’ (171). This view apparently has ‘intuitive appeal’, but
sadly, ‘any counterintuitive consequences of the view are difficult to explain
or make palatable’. The substance theory implies that two numerically distinct
objects such as a lump of bronze and a statue can share their matter and their
region, but this ‘is radically counterintuitive, for it seems to contradict our usual
way of thinking about material objects as individuated by their matter and region’
(172). Such ways of thinking are not ‘usual’ except among metaphysicians and
we do not share them.

Paul says ‘[I]t seems, at least prima facie, that modal properties should super-
vene on the nonmodal properties shared by the statue and the lump’ (172).
This is the kind of claim that is regularly made in the metaphysics literature.
We have no idea whether it is true, and we reject the idea that such claims can
be used as data for metaphysical theorizing. Paul summarizes the problem for
the advocate of substance theory as follows: “This leaves him in the unfortunate
position of being able to marshal strong and plausible commonsense intuitions
to support his view but of being unable to accommodate these intuitions in
a philosophically respectable way’ (172). So according to Paul, metaphysics
proceeds by attempts to construct theories that are intuitive, commonsensical,
palatable, and philosophically respectable. The criteria of adequacy for meta-
physical systems have clearly come apart from anything to do with the truth.
Rather they are internal and peculiar to philosophy, they are semi-aesthetic,
and they have more in common with the virtues of story-writing than with
science.

The reliance on intuitions in metaphysics often involves describing a situation
that is intuitively possible and then concluding something important about the
actual world from the ‘existence’ of this possible world. For example, Sider tells us
that it is clearly possible to imagine a world consisting of matter that is infinitely
divisible: ‘Surely there is a gunk world in which some gunk is shaped into a giant
sphere’ (1993, 286).12 Surely? Lowe tells us that ‘it seems that an individual
material sphere could exist as a solitary occupant of space’ (2003b, 79). He goes on
to claim that while it may not be ‘causally possible’ for an individual organism to
be an isolated existent, it is nonetheless ‘metaphysically possible’. This is justified
on grounds that ‘two different individuals cannot both individuate, or help to

12 The term ‘gunk’ was established by Lewis (1991).
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individuate, each other. This is because individuation in the metaphysical sense is
a determination relation ... As such, individuation is an explanatory relation’ (93,
his emphasis) in the metaphysical sense of ‘explanatory’. He goes on: ‘Certainly,
it seems that any satisfactory ontology will have to include self-individuating
elements, the only question being which entities have this status—space-time
points, bare particulars, tropes, and individual substances all being among the
possible candidates’ (93). Certainly? None of these ‘obvious’ elements of reality
(including the pseudoscientific ‘space-time points’) are known to either everyday
intuition or science.

In the course of this brief survey we have encountered a number of sui
generis versions of ordinary and/or scientific notions, namely, individuation,
determination, explanation, and possibilicy. With these and other inventions,
metaphysicians have constructed a hermitically sealed world in which they
can autonomously study their own special subject matter.!> We return to
individuation in depth in Chapter 3 where we reject on scientific grounds
the idea that ontology depends on self-individuating elements. For now, we
merely note that the candidates for such elements that Lowe identifies are all
pure philosophical constructions. As Glymour puts it: ‘the philosopher faces the
dragons in the labyrinth of metaphysics armed only with words and a good
imagination’ (1999, 458).14

There are ways in which intuitions could be useful. As discussed by Dennett
(2005, 31-2), the artificial intelligence researcher Patrick Hayes (1979) thought
at one time that the best method for trying to simulate our minds in computers
or robots was to try to discern, by introspection, our ‘naive physics’ (people’s
behaviourally manifest theory of how the physical world works), axiomatize this
theory, and then implement it as the inference engine of a working android.
This work, though it proved to be harder than Hayes expected and he did not
finish it, is of some interest and value. Of course, Hayes did not imagine that
naive physics corresponded to #7ue physics. As Dennett notes, philosophers who
speculatively elaborate on intuitions might, if they were sophisticated in the way
that Hayes was, be interpreted as doing introspective anthropology.!5 Obviously,
this would not be metaphysics— the attempt to discover general zuths about the
objective world. However, what Dennett goes on to say about his critical target,
the activity of neo-scholastic philosophers of mind, can with equal justice be said
about many metaphysicians:

13 Another example is the composition relation as studied by metaphysicians that we discuss in
1.2.3.

14 Of course, as Glymour mentions, metaphysicians usually also use logic and set theory to
formulate their theories. From our perspective this does not confer any extra epistemic status on
their activity, but it may bamboozle the outsider or the student into supposing that the activity has
much in common with mathematics and science.

15 In fact, introspective anthropology is done all the time, and most people regard it as highly
valuable. Its expert practitioners are mainly writers of fiction. We do not recommend turning their
job over to philosophers.
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They have proceeded as if the deliverances of their brute intuitions were not just
axiomatic-for-the-sake-of-the-project but true, and, moreover, somehow inviolable ... One
vivid ... sign of this is the curious reversal of the epithet ‘counterintuitive’ among
philosophers of mind. In most sciences, there are few things more prized than a
counterintuitive result. It shows something surprising and forces us to reconsider our
often tacit assumptions. In philosophy of mind a counterintuitive ‘result’ (for example, a
mind-boggling implication of somebody’s ‘theory’ of perception, memory, consciousness
or whatever) is typically taken as tantamount to a refutation. This affection for one’s
current intuitions ... installs deep conservatism in the methods of philosophers. (Dennett

2005, 34)

As Dennett then says, methodological conservatism is not invariably bad pol-
icy—science certainly implements it, though not with respect to intuitions.
However, as we noted in 1.1, neo-scholastic metaphysicians cannot even defend
their project by falling back on a general defence of conservatism, since in the
service of defending one intuition they frequently outrage other ones; we gave
the example of Merricks’s (2001) denial that tables and chairs exist and that
baseballs can break windows.

We do not deny that intuitions in one sense of the term are important to
science. It is frequently said of, for example, a good physicist that he or she has
sound physical intuition. Economists routinely praise one another’s ‘economic
intuitions’—and routinely break the bad news to struggling graduate students
that they lack such intuitions. However, the meaning of ‘intuitions’ in these
uses differs sharply from the metaphysician’s. The physicist and economist
refer to the experienced practitioner’s trained ability to see at a glance how
their abstract theoretical structure probably—in advance of essential careful
checking—maps onto a problem space. Intuitions in this sense have nothing to
do with deliverances of putative untrained common sense. Furthermore, even the
intuitions of the greatest scientist are regarded by other scientists as heuristically
and not evidendally valuable. By contrast, for neo-scholastic metaphysicians
intuitive judgements are typically all that ever passes for evidence.1¢

1.2.2 A priori metaphysics

Representing the resurgent voice of the analytic metaphysicians here again is
Lowe: ‘metaphysics goes deeper than any merely empirical science, even physics,
because it provides the very framework within which such sciences are conceived
and related to one another’ (2002, vi). According to him the universally applicable
concepts that metaphysics studies include those of identity, necessity, causation,

16 Much of our critique of the role of intuitions in metaphysics applies to other areas of
philosophy. Weatherson (2003) argues against the weight that has been given to intuitions in
epistemology post-Gettier. He defends the traditional conceptual analysis of knowledge against
Gettier cases on this basis. From our perspective, the role of intuitions in that analysis is just as
suspect as their role in undermining it.
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space and time. Metaphysics must say what these concepts are and then address
fundamental questions involving them such as whether causes can have carlier
effects. Metaphysics’ other main job according to Lowe, is to systematize the
relations among fundamental metaphysical categories such as things, events,
properties, and so on. We might reasonably ask how we could proceed with these
tasks. Lowe follows Frank Jackson (1998) and many others in advocating the
familiar methodology of reflecting on our concepts (conceptual analysis). But
why should we think that the products of this sort of activity reveal anything
about the deep structure of reality, rather than merely telling us about how
some philosophers, or perhaps some larger reference class of people, think
about and categorize reality? Even those fully committed to a conception of
metaphysics as the discovery of synthetic a priori truths shy away from invoking
a special faculty of rational intuition that delivers such knowledge; rather they
usually just get on with their metaphysical projects and leave the matter of
explaining the epistemology of metaphysics for another occasion. Ted Sider
defends this strategy by pointing out that lack of an epistemological foundation
for science and mathematics does not prevent practitioners from getting on with
the business of advancing the state of knowledge in these domains (2001, xv).
However, the appropriateness of this comparison is precisely what is at issue
here. Mathematics and science have undoubtedly borne fruits of great value; a
priori metaphysics has achieved nothing remotely comparable, if it has achieved
anything at all.1”

According to Lowe, it is the job of metaphysics to tell us what is possible, but
he concedes that which of the possible fundamental structures of reality exist can
be answered only with empirical evidence. In his (2006) he outlines a view of the
goal of metaphysics that we endorse:

[R]eality is one and truth indivisible. Each special science aims at truth, seeking to portray
accurately some part of reality. But the various portrayals of different parts of reality must,
if they are all to be true, fit together to make a portrait which can be true of reality as a
whole. No special science can arrogate to itself the task of rendering mutually consistent
the various partial portraits: that task can alone belong to an overarching science of being,
that is to ontology. (4)

However, we differ with Lowe on how this task is to be accomplished, because
we deny that a priori inquiry can reveal what is metaphysically possible.
Philosophers have often regarded as impossible states of affairs that science has
come to entertain. For example, metaphysicians confidently pronounced that
non-Euclidean geometry is impossible as a model of physical space, that it is
impossible that there not be deterministic causation, that non-absolute time is
impossible, and so on. Physicists learned to be comfortable with each of these

17 The extent to which the epistemology of science and mathematics is a mystery is overstated in
our view. We take it that philosophy of science has significantly illuminated the nature and basis of
scientific inference and justification.
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ideas, along with others that confound the expectations of common sense more

profoundly.

1.2.3 Pseudo-scientific metaphysics

As a consequence of the recognition that neither deductive nor inductive logic
can fully account for scientific knowledge of unobservables, most scientific realists
admit that fallible appeals to the explanatory power of claims about unobservable
causes of observable phenomena are our only source of epistemic access to the
former. Some metaphysicians have realized that they can imitate science by
treating their kind of inquiry as the search for explanations too, albeit in a
different domain.!8 Taking the familiar explanatory virtues of unity, simplicity,
non-ad hocness, and so on, they can now argue with each other about whose
particular metaphysical package scores highest on some loosely weighted vector of
these virtues and requires the fewest unexplained explainers. On the basis of such
reasoning, metaphysics is now often regarded as if it were a kind of autonomous
special science, with its explananda furnished by the other sciences.!®

There are three ways in which analytic metaphysicians who rhetorically emulate
science sometimes or often fail to follow through on their naturalistic pretence:

(1) They ignore science even though it seems to be relevant.

(2) They use outdated or domesticated science rather than our best contemporary
science.

(3) They take themselves to be able to proceed a priori in the investigation of
matters upon which they claim science does not bear.

It is rare to find metaphysicians defending (1), and arguing that if science and
metaphysics seem to conflict the latter may trump the former, but here is a
breathtaking declaration of philosophical arrogance from Peter Geach: ‘... “at
the same time” belongs not to a special science but to logic. Our practical
grasp of this logic is not to be called into question on account of recondite
physics ... A physicist who casts doubt upon it is sawing off the branch he sits
upon’ (1972, 304). Note that the ‘recondite’ physics we are being advised not
to take metaphysically seriously is Special Relativity.2? In a similar vein, Ned
Markosian (2005) is happy to defend mereological atomism, the thesis that there
is a ‘bottom level’ to reality, composed of simples, despite his concession that
the empirical evidence does not support this. There are, he thinks, good a priori

18 For an explicit defence of the use of IBE in metaphysics by analogy with the use of IBE in
science see Swoyer (1983).

19 See, for example, Bealer (1987).

20 Michael Tooley defends his theory of time by proposing an alternative to Special Relativity
(1997, ch. 11) in which there is absolute simultaneity. He does this on metaphysical grounds,
though he claims support from the phenomena of quantum entanglement. We return to these issues
in3.7.1.
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grounds for believing it. Physicists do not believe there are such things as good
a priori grounds for holding beliefs about the constitution of the physical world,
and we suggest that only a foolhardy philosopher should be willing to quarrel
with them on the basis of his or her hunches.

However, it is much more common for metaphysicians to ignore science
without acknowledging or defending the idea of doing so. Alyssa Ney notes that
‘very few of those philosophers who call themselves physicalists spend any time
worrying about what physicists are actually up to’ (forthcoming a, 1). A good
example of this is Markosian again, who defines physical objects as all and only
those that have spatial locations, and physicalism as the view that all objects are
physical objects. Leaving aside the worry that this will allow irreducible mental
properties provided they are spatially located (as Ney points out, forthcoming
a, 15), Markosian’s proposal would condemn most of the entities posited by
fundamental physics to the status of non-physical including the universe itself.

In general in the philosophy of mind, in debates about perception, semantic
content, and self-knowledge, it is common to proceed without paying any
attention to science. Consider, for example, Jaegwon Kim’s (1998) Mind in
a Physical World. Despite its commitment to physicalism, it has no index
entry for ‘physics’ and not a single work of physics appears in the list of
references. Kim’s argument, however, depends on non-trivial assumptions about
how the physical world is structured. One example is the definition of a ‘micro-
based property’ which involves the bearer ‘being completely decomposable into
nonoverlapping proper parts’ (1998, 84). This assumption does much work in
Kim’s argument—being used, inter alia, to help provide a criterion for what is
physical, and driving parts of his response to the charge, an attempted reductio,
that his ‘causal exclusion’ argument against functionalism generalizes to all
non-fundamental science.?! As well as ignoring physics, Kim, and much of the
metaphysical philosophy of mind of which he is a prominent exponent, ignores
most of the interesting questions about the mind that scientists investigate.22

It is not always straightforward to spot cases of (2) and (3), because many
contemporary metaphysicians explicitly claim to be naturalists and to be taking
the scientific image as their explanandum. Indeed, many populate their discus-
sions with scientific examples. In particular, they make recourse to examples
from physics, for the obvious reason that, as the scientific discipline that makes
the most general claims about the universe, physics most closely approaches
metaphysics in scope. Unfortunately metaphysicians seem implicitly to assume
that (a) non-actual physics can be used as part of the explananda for metaphysics,

21 For more on this charge, and rejoinders to Kim’s response, see Ross and Spurrett (2004),
Marras (2000), Bontly (2001), and Kim (2005).

22 For an eloquent critique of Kim on these grounds see Glymour (1999). Like Glymour we
hold Kim’s work in the highest regard as an exemplar of its kind. Our intention is to draw attention
to the fact that something has gone awry when the very best philosophical work in a given domain
is so estranged from science.
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and that (b) this is acceptable because whatever the actual details of mature
physics, they will somehow be able to ‘dock’ with the non-actual physics in
question at some level of abstraction or generality, so that philosophers need not
worry about or even pay attention to those details. For an explicit defence of
(b) here is Frank Jackson:

it is reasonable to assume that physical science, despite its known inadequacies, has
advanced sufficiently for us to be confident of the kinds of properties and relations that
are needed to give a complete account of non-sentient reality. They will be broadly of a
kind with those that appear in current physical science ... (1998, 7)

We reject both (a) and (b).

There are several kinds of uses of non-actual physics regularly encountered in
metaphysics. Among them are appeals to obsolete features of classical physics,
and reliance on intuitions or common-sense conceptions of the material world.
For example, Lewis explicitly states that his doctrine of ‘Humean supervenience’
is based on a model of the world in which the fundamental physical properties of
a ‘world like ours’ are local, ‘perfectly natural intrinsic properties of points, or of
point-sized occupants of points’ and declares himself that this picture is ‘inspired
by classical physics’ (1999, 226). Van Inwagen (1990) assumes for the purposes
of his metaphysical argument the truth of atomism, understood as the view
that all (material) things ultimately decompose into mereological atoms, where
a mereological atom lacks proper parts. None of these assumptions, on which
are based arguments of considerable attention in the metaphysics literature, finds
any basis in contemporary science. Kim’s micro-based properties, completely
decomposable into non-overlapping proper parts, and Lewis’s ‘intrinsic properties
of points, or of point-sized occupants of points’ both fall foul of the non-
separability of quantum states, something that has been a well-established part
of microphysics for generations. It is still hard to improve upon Schrédinger’s
formulation, in which the term ‘entanglement’ was coined:

When two systems, of which we know the states by their respective representatives, enter
into temporary physical interaction due to known forces between them, and when after a
time of mutual influence the systems separate again, then they can no longer be described
in the same way as before, viz. by endowing each of them with a representative of its own.
I would not call that one but rather #he characteristic trait of quantum mechanics, the one
that enforces its entire departure from classical lines of thought. By the interaction the
two representatives [the quantum states] have become entangled. (1935, 555)23

It is also hardly news that the conflict between quantum mechanics and general
relativity comes to the fore when considering very small scales, especially points.
(This is one of the motivations for string theory, which does not postulate
infinitesimal objects or processes.) So Lewis’s world of ‘perfectly natural intrinsic
properties of points, or of point-sized occupants of points’ seems highly unlikely

23 We return to this issue in Chapter 3.
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to be the actual one. Van Inwagen’s Democritean image of a world mereologically
composed of simple atoms corresponds to it even less; this image has no more in
common with reality as physics describes it than does the ancient cosmology of
four elements and perfect celestial spheres. Yet Van Inwagen does not market his
work as history of (early modern) philosophy; it is supposed to be contemporary
metaphysics.

Consider also Lewis’s discussion of the distinction between internal and
external relations in his (1986). He asks us at one point to ‘consider a (classical)
hydrogen atom, which consists of an electron orbiting a proton at a certain
distance’ (62). There are not, nor were there ever, any ‘classical hydrogen
atoms’. At the same time that physicists came to believe in protons, they also
became aware that the laws of classical mechanics could not apply to electrons
orbiting them. Indeed the notion of an electronic orbit has about as much
relation to the common-sense notion of an orbit as the mathematical notion
of compactness has to the everyday notion of compactness, which is to say
hardly any. Lewis thus encourages his readers to think that his metaphysics is
addressed to the scientific image of the world rather than the manifest one,
but he gives the game away because ‘classical’ here means nothing other than
‘commonsensical’. Note that we are not arguing that what Lewis goes on to do
with his account of internal and external relations is affected one way or the other
by how he chooses to introduce the distinction; he could of course have used
another example. Our point is that the rhetorical effect of his fictitious example
is to suggest that his metaphysics has something to do with science when it
does not.

When it comes to debates about the nature of matter in contemporary
metaphysics it tends to be assumed that there are two possibilities: either there
are atoms in the sense of partless particles, or there is ‘gunk’ in the sense of matter
whose every part has proper parts (infinitely divisible matter).24 This debate
is essentially being conducted in the same terms as it was by the pre-Socratic
philosophers among whom the atomists were represented by Democritus and the
gunkists by Anaxagoras. In early modern philosophy Boyle, Locke, and Gassendi
lined up for atomism against gunkists Descartes and Leibniz. It is preposterous
that in spite of the developments in the scientific understanding of matter that
have occurred since then, contemporary metaphysicians blithely continue to
suppose that the dichotomy between atoms and gunk remains relevant, and that
it can be addressed a priori. Precisely what physics has taught us is that macter in
the sense of extended stuff is an emergent phenomenon that has no counterpart in
fundamental ontology. Both the atoms in the void and the plenum conceptions
of the world are attempts to engage in metaphysical theorizing on the basis of
extending the manifest image. That metaphysicians continue to regard the world

24 This debate becomes particularly baroque in the hands of Daniel Nolan (2004) who considers
whether the infinite divisibility in question is denumerable or higher-order.
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as a spatial manifold comprising material objects that must either have smallest
spatial parts or be made of infinitely divisible matter is symptomatic of their
failure to escape the confines of the domestic realm.

Similar points are pertinent to the debate about composition among analytic
metaphysicians. A good part of most of the special sciences concerns the particular
kinds of composition relevant to their respective domains. For example, biologists
concern themselves with how cells compose multicellular organisms, economists
with how individual markets compose economies, chemists with how oxygen and
hydrogen compose water, and so on. Metaphysicians do not dirty their hands
with such details but seek instead to understand something more fundamental,
namely the general composition relation itself. But why suppose that there is
any such thing? It is supposed to be the relation that obtains between parts
of any whole, but the wholes mentioned above are hugely disparate and the
composition relations studied by the special sciences are sui generis. We have no
reason to believe that an abstract composition relation is anything other than an
entrenched philosophical fetish.25

Composition in real science as opposed to metaphysics is usually a dynamic
and complex feature that is much more interesting than its metaphysical
counterpart. Consider, for example, the notion of composition at work in
economics. Economic models are typically models of ‘systems’, which are taken
to participate in larger systems. However, the relations between systems and
sub-systems are not compositional in the philosopher’s sense because they are
model-relative. A system is distinguished by reference to variables that can be
treated as endogenous, that is, as having their values co-determined as a set given
some simultaneous choice of another set of variables as exogenous. Economists
freely admit that interesting phenomena typically admit of multiple parsings
along different endogenous/exogenous boundaries for varying predictive and
explanatory purposes. In general, though economists are mainly concerned, most
of the time, to discover which variables are ‘control levers’ for which others, their
theoretical structure finds no use for the kind of rigid distinction between causal
relations and compositional relations that neo-scholastic metaphysicians assume
as fundamental. The case of composition in the physical sciences is similar. Water,
for example, is composed by oxygen and hydrogen in various polymeric forms,
such as (H20),, (H20)3, and so on, that are constantly forming, dissipating,
and reforming over short time periods in such a way as to give rise to the familiar
properties of the macroscopic kind water.26 The usual philosophical identity
claim ‘water is H,O’ ignores a fascinating and complex scientific account that is
still not complete.

25 Cf. Paul’s mention of the ‘primitive relation of fusing, already a part of standard ontology’
(2004, 173). Again ‘fusion’ in the metaphysician’s sense has nothing to do with real composition,
and the ‘standard’ ontology appealed to here is standard, if at all, only among metaphysicians.

26 See Van Brakel (1986).
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A key general grievance we raise against traditional metaphysicians is that
in continuously constructing simplistic caricatures of science, they render it
substantially less interesting than it really is. Donald Davidson (1970) and Jerry
Fodor (1974) both take it as true of physics that it discovers causal laws that
take the form of exceptionless generalizations relating atomic events.?” This is
notwithstanding the fact that thus understood physical laws have numerous
counterexamples, a point made forcefully by Russell (1913) while arguing that
the laws physicists do produce are laws of functional interdependence, not
statements of regularities. As we discuss in Chapter 3, Davidson’s and Fodor’s
picture finds even less support from contemporary fundamental physics than it
did from the physics known to Russell.

Next consider Merricks’s Objects and Persons (2001), which, like van Inwagen
(1990), defends the radical view that there are no statues, rocks, tables, stars,
or chairs—only ‘elementary particles’ and people. The general idea here is
that, given mereological atomism, the things additively composed out of atoms
without residue are metaphysically redundant. (Merricks thinks that people are
not composed of atoms, though their bodies are.) This is apparently supposed
to be naturalistic, since Merricks declares that he has ‘in mind here the atoms
of physics, not Democritus’ (2001, 3), and also that what he says about these
atoms should be considered as ‘placeholders for claims about wharever microscopic
entities are actually down there’ (2001, 3, emphasis added). That is, no matter
what physics does, Merricks is confident that it will deliver atoms of the sort he
requires for his arguments.

In a symposium on Merricks’s book, Lowe (2003a) objects that it is ‘hubristic’
for philosophers to dictate to physicists about what is real in their domain of study,
and suggests that physicists might be ‘mystified and irritated’ by Merricks’s line
of argument. (We imagine them laughing, in the unlikely event that they notice
at all.) Merricks (2003b, 727) responds by claiming that Lowe’s ‘invocation of
Physics is a red herring’ because Merricks’s metaphysic doesn’t depend on him
having any knowledge about disciplines that study what he says doesn’t exist, and
because all the relevant experts need to secure their authority in a given domain,
including physics, is ‘nucleons and electrons (or more fundamental entities)
arranged’ so as to present like (for example) helium. So, according to Merricks,
as a metaphysician he is entitled to take as a premise for his arguments a claim
about (what he takes to be) a matter of physical fact (that the world decomposes
into atoms). On the other hand, the metaphysician apparently need not know
anything about physics in order to make assertions about whether physicists are
ontologically confused. As we discuss in detail in Chapter 3, none of the main
contending theories in fundamental physics give the slightest encouragement to
Merricks’s conviction that the world is mereologically composed of any litte

27 Davidson (1970) actually suggests, but without explaining, that the ‘exceptionless’ criterion

could be ‘relaxed’. (See 5.5 and also Glymour 1999.)
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things at all. But the point is that Merricks doesn’t think this matters. All that
does matter for metaphysics, it seems, is that people who know just a bit of
superficial science are comfortable with thinking about a world made out of
ultimate little things and collisions amongst them.

Crawford Elder (2004) is a metaphysician who attempts to restrain his fellow
philosophers from deriving scientifically hilarious conclusions that amount to
reductios of their intuitions. However, Elder thinks that the way to do this is
to show that the hilarious conclusions in question don’t follow in the fantasy
world of ultimate lictle things and microbangings. (See, for instance, the example
Elder considers in which ‘microparticles’ composing ‘host objects’ ‘hurtle’ at
one another in ‘a microphysical mélée’ (94—6). The world, it seems, is like a
pinball machine, though Elder doesn’t mention flashing lights or funny sound
effects.) All of his counter-arguments also depend on similar intuitions about
this imaginary world, and are similarly irrelevant to what the actual world
is like. Furthermore, Elder often says things that make it doubtful that he
is merely donning the pretence of his opponents’ bad assumptions for the
sake of argument. “With rare and strange exceptions,” he pronounces at one
point, in what seems to be propria persona, ‘we suppose that extended objects
of any kind cannot simultaneously occupy two discontinuous spatial regions’
(15). Physics knows nothing of the class of ‘extended objects’; and the physical
objects that occupy two or more discontinuous spatial regions are basic and
ubiquitous.

What we mean to draw attention to here is Elder’s implicit assertion that clas-
sical objects are the standard case, while entangled objects are exotic. Elsewhere,
Elder trots out what he considers ‘the most scientifically grounded picture’ of
alteration in fundamental physical composition that an opposing metaphysician
might appeal to. This turns out to involve, once again, ‘the subatomic micropar-
ticles that future physics will discover to be the truly fundamental building blocks
of the physical world— “physical simples”” (51). Elder doesn’t commit himself
to believing in this picture; but on the basis of what evidence does he consider
it to be the ‘most scientifically grounded’ one? That other philosophers tirelessly
entertain it? Eventually he drops his careful agnostic guard about what he takes
physics to hold: ‘It really is true that each individual microphysical movement, in
the complex microphysical event that the physicalist identifies as shadowing the
cause in a typical special-science transaction, causes some other microphysical
movement (108). If this is indeed ‘really true’ then, as we will see in later
chapters, Elder knows it on the basis of something other than science.

Finally, we exhibit David Armstrong defining metaphysical naturalism as
the doctrine that everything that exists is in space and time, despite the
fact that contemporary physics takes very seriously the idea that spacetime
itself is emergent from some more fundamental structure (Armstrong 1983).
Metaphysical naturalism, of all things. Note that all of these examples are, aside
from ignoring science, models of professional philosophy, being clearly written,
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carefully argued, and responsive to the objections of those with opposing views.
They are all centrally placed in the literature. Mainstream contemporary analytic
metaphysics has, like the nineteenth-century metaphysics against which Russell
revolted, become almost entirely a priori. Metaphysics informed by real physics
is much less common.

In 1.1 we announced our resistance to the ‘domestication’ of science. It would
be easy to get almost any contemporary philosopher to agree that domestication
is discreditable if the home for which someone tries to make science tame is
a populist environment. Consider, for example, the minor industry that seeks
to make sense of quantum mechanics by analogies with Eastern mysticism.
This is obviously, in an intellectual context much less rigorous than that of
professional philosophy, an attempt to domesticate physics by explaining it in
terms of things that common sense thinks it comprehends. Few philosophers
will regard the gauzy analogies found in this genre as being of the slightest
metaphysical interest. Yet are quantum processes any more like those described
by Newtonian physics than they are like the temporal and spatial dislocations
imagined by mystics, which ground the popular comparisons? People who
know almost no formal physics are encouraged by populists to find quantum
mechanics less wild by comparing it to varieties of disembodiment. Logically,
this is little different from philosophers encouraging people who know a bit
of physics to make quantum accounts seem less bizarre by comparing them
to what they learned in A-level chemistry.?®8 We might thus say that whereas
naturalistic metaphysics ought to be a branch of the philosophy of science, much
metaphysics that pays lip-service to naturalism is really philosophy of A-level
chemistry.

One response to what we've said so far would demand a justification for
our evident commitment to the view that philosophy of A-level chemistry is a
bad thing at all. Science itself, after all, makes use of flatly non-actual scenarios
and notions, including frictionless planes, perfectly elastic collisions, ideal gasses,
etc. As Hiitctemann (2004, 20) argues, un-instantiated laws can be established
in science, and consequently bear explanatory weight. For such laws to be
established, we need reasons for thinking that the closer conditions get to some
(possibly unattainable) limit, the more the behaviour of a system approximates
an ideal indicated by the un-instantiated law. One of Hiittemann’s examples
concerns a law specifying the specific heat of a sample of lithium fluoride crystal.
The law in question supposes a crystal entirely devoid of impurities. Even without
ever having an example of such a crystal, we can rank the behaviour of samples
we do have with respect to the extent of their impurities and the degree to which
they conform to the law, and thereby justify thinking that the law holds in the
limiting case.

28 Non-British readers may be unfamiliar with this. We refer to the idea of a scientific education
that gets as far as the solar system model of atomic structure and no further.
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However, examples of use of non-actual science by philosophers differ from
scientists’ uses of idealizations in two crucial ways. First, scientifically moti-
vated justifications for the non-actual physics, along the lines just sketched
in Hiittemann’s example, are not offered by the philosophers. Second, it is
typically the case that whole non-actual worlds, such as ‘Newtonian worlds’,
are discussed by neo-scholastic metaphysicians, rather than ideal tendencies that
may be partially manifest in more realistic settings. Scientific idealizations and
approximations are usually accompanied by explicit statements of the contexts
in which they are appropriate and/or the degrees of freedom for which they
are accurate. Scientific idealization and approximation is about local not global
verisimilitude.2®

Remembering that metaphysics is supposed to be about the general structure
of reality, let us ask ourselves what worth there could be in philosophical thought
experiments that begin with the metaphysician declaring, for example, that she
will be considering a ‘Newtonian world’ for simplicity (or some other reason).
The actual world cannot be Newtonian in this sense. Newton himself realized as
much when he noted that more than gravitcy would be needed to hold objects
together. In fact, it is dubious to suppose that Newtonian mechanics could be
true in the required sense and matter still exist, since we have learned that the only
macter with which we have any acquaintance is not governed by Newton’s laws.
Furthermore, Newtonian mechanics always left unanswered questions about,
for example, the cause and propagation of gravitational forces, why inertial and
gravitational mass seem to be equal in magnitude for all objects, whether energy
is conserved, and also about the nature of space and time. Newtonian physics
was a research programme that attempted to extend an incomplete theory, which
ultimately led to the recognition that it was after all a false theory. This is why
the presupposition that philosophers’ bogus physics can serve as a placeholder for
whatever real physics turns out to say cannot be invoked in this case. Even if there
could be Newtonian worlds, there are no grounds for thinking that whatever
answers we get to metaphysical questions by considering thought experiments
about them tell us anything about how things are in the actual world.

Refusal to take seriously the implications of living in a world that has turned
out not to be Newtonian is also exemplified when philosophers imagine that
the strange features of quantum physics can be contained. So it is often claimed
that although quantum mechanics seems to imply indeterminism and single-case
probabilities, these can be confined to the microscopic level. Plainly, however,
if there is indeterminism among quantum events and there is any coupling
of them to macroscopic events, as there surely is, then the indeterminism will
infect the macroscopic. For a homely example that suffices to make the point,
imagine a physicist deciding that she’ll go for lunch after exactly so many clicks
of the Geiger counter. It also seems that quantum entanglement contributes

29 See Wallace (2001).
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to many macroscopically observable properties of things, like their specific heat
capacities. (Entanglement flatly contradicts Kim’s proposal that everything is
exhaustively structured by micro and ‘micro-based’ properties, as defined earlier,
and destabilizes the whole neo-scholastic basis for distinguishing between micro-
level and macro-level properties.) Philosophers simply obfuscate in pretending
that the macroscopic world could be just like it is even if there wasn’t all that
quantum weirdness, as if the latter was an add-on at the level of the very small and
not a fundamental aspect of the world. The metaphysician may claim that in the
absence of a solution to the measurement problem quantum mechanics cannot
teach us any metaphysical lessons. However, we know from Bell’s theorem that
any empirically adequate successor to quantum mechanics will have to violate
local realism and hence some part or other of the ‘common-sense’ intuitions of
metaphysicians.3°

Metaphysicians surely know that contemporary physics is hugely more com-
plicated and less intuitively comprehensible than either classical physics or toy
worlds based on features of classical physics. Most, however, resist the obvious
lesson that any attempt to learn about the deep structure of reality from thought
experiments involving domesticated physics is forlorn. If it really doesn’t matter
that classical physics is false then we might as well do our metaphysical theorizing
on the basis of Aristotelian or Cartesian physics. But then the absurdity would
be patent. Nobody who assumed an Aristotelian distinction between forced and
natural motion, and then declared that key parts of what she said about the world
were to be understood as placeholders for ‘whatever story about proper places
and fundamental substances physics eventually says are real’, would be taken
seriously. Yet metaphysicians considering possible worlds consisting of only a few
particles are as likely to arrive at deep truths about the universe on that basis as
if they considered a world consisting of, for example, only a single unactualized
potentiality.

We cannot go back to anti-metaphysical positivism. This book is not hostile
to metaphysics; indeed, it is an exercise in metaphysics. However, we think
that the kind of intellectual atmosphere that led Hume, and later Russell, the
Vienna Circle, and Reichenbach, to denounce whole leading branches of the
philosophy of their times as scholastic have arisen again. It seems, inductively,
that such moments recur endemically in the discipline. We suppose this happens
mainly because philosophers inevitably spend most of their time arguing with one
another, until they forget that there is anyone else around or any important source
of opinions besides rational arguments. When philosophy becomes institutionally
solipsistic, however, it risks making itself intellectually and culturally irrelevant.
No scientist has any reason to be interested in most of the conversation that now
goes on under the rubric of metaphysics. We are dismayed that a large part of our
profession deserves to be ignored by those who actually interrogate nature in the

30 Again, see Chapter 3.
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field and the lab. Fortunately, in philosophy’s previous episodes of detachment
from empirical inquiry, the Humes, Russells, and Carnaps have turned up when
needed to save the enterprise from itself. While not claiming a mantle of their
magnitude, we are here embarked on a mission of disciplinary rescue in their
spirit.

In setting out upon this mission, we require some criteria for determining
when purportedly naturalist metaphysics has descended into philosophy of A-
Level chemistry, or some other variety of pseudo-naturalism. Simply transforming
the presuppositions we identify into negative commandments won’t do the job.
Furthermore, we think that contemporary science provides evidence for some
positive metaphysical claims and theses. Following all our critical remarks in this
section, we can only move on to sketch these after first stating the conditions
under which we think that positive metaphysics can be appropriately motivated.

1.3 THE PRINCIPLE OF NATURALISTIC CLOSURE

In this section we explicitly formulate the fully naturalistic principles that
constitute the ground rules for our project. The discussion in the section above
indicates the sort of metaphysics we eschew by citing instances. Socrates would
remind us that this can’t in itself constitute a substantive claim. We require
some proper principle which distinguishes what we regard as useful from useless
metaphysics.

Note that in stating this as our aim, we immediately distance ourselves from the
positivists and align our attitude more closely with that of Peirce and pragmatism.
As Putnam (1995) reminds us, both the positivists and the pragmatists sought to
demarcate the scientific from the unscientific by use of verificationist principles.
However, Putnam empbhasizes that ‘for the positivists, the whole idea was that the
verification principle should exclude metaphysics ... while for the pragmatists the
idea was that it should apply fo metaphysics, so that metaphysics might become
a responsible and significant enterprise’ (293, his emphasis).

Why should radical methodological naturalists suppose that there is any
‘responsible and significant’ job for metaphysics to do? Our answer is that one
of the important things we want from science is a relatively unified picture
of the world. We do not assert this as a primitive norm. Rather, we claim,
with Friedman (1974) and Kitcher (1981), that it is exemplified in the actual
history of science. Scientists are reluctant to pose or to accept hypotheses that
are stranded from the otherwise connected body of scientific beliefs. This is
rational, reflecting the fact that a stranded hypothesis represents a mystery,
and therefore calls out for scientific work aimed at eliminating it. It also
reflects the fact that an important source of justification for a hypothesis
is its standing in reciprocal explanatory relationships—networked consilience
relationships—with other hypotheses (see Thagard 1992). (Good hypotheses
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are also, of course, expected to have at least some relatively direct independent
evidence in their favour.) However, evaluating the global consilience network is
not a task assigned to any particular science, partly because important efficiency
considerations recommend disciplinary specialization. Metaphysics, as we will
understand it here, is the enterprise of critically elucidating consilience networks
across the sciences.

The reader will have noticed that this justification of metaphysics, and indeed
its identification of the nature of justifiable metaphysics, is pragmatic in character.
Our appeal to pragmatism here is in turn based on one meta-methodological and
one epistemological claim that we endorse. The meta-methodological claim is
that there is no such thing as ‘scientific method’, by which we mean: no particular
set of positive rules for reasoning that all and only scientists do or should follow.
There are of course many observed prohibitions (for example, ‘Do not induct
on samples known to be selected in unrepresentative ways’ and ‘Do not invent
data’), but these apply to all sound reasoning, not to distinctively ‘scientific’
reasoning. Thus science is, according to us, demarcated from non-science solely
by institutional norms: requirements for rigorous peer review before claims may
be deposited in ‘serious’ registers of scientific belief, requirements governing
representational rigour with respect to both theoretical claims and accounts of
observations and experiments, and so on. We do not suppose that these norms
are arbitrary or products of path-dependent historical factors. They are justified
by the fact that individual human beings are poorly prepared by evolution to
control complex inductive reasoning across domains that did not pose survival
problems for our ancestors. We can, however, achieve significant epistemological
feats by collaborating and by creating strong institutional filters on errors. This
point gives rise in turn to the epistemological claim mentioned at the beginning
of the paragraph. Since science just is our set of institutional error filters for
the job of discovering the objective character of the world—that and no more
but also that and no less— science respects no domain restrictions and will
admit no epistemological rivals (such as natural theology or purely speculative
metaphysics).3! With respect to anything that is a putative fact about the world,
scientific institutional processes are absolutely and exclusively authoritative.

Still following Putnam (1995), we can now note two other respects in
which our pragmatist attitude to metaphysics resembles Peirce’s rather than
the positivists’. First, with Peirce we emphasize that scientific (and useful
metaphysical) reasoning is a community enterprise and is not, except on rare
occasions such as the achievements of Darwin and Einstein, reliably supported by
feats of individual reasoning—Ilet alone consequences of reflection on intuitions.

31 Thus the very popular idea, recently championed by Gould (1999), that religion and science
provide complementary accounts of different domains of reality must be rejected except where—as
Gould sometimes implies—some particular religion, or religion in general, is interpreted as making
no factual claims. Any fact any religion purports to establish will, if there is any evidence for it at
all, be a target for scientific explanation.
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Second, we stress that what sound metaphysics should be connected with are
substantial bodies of scientific results taken together, rather than individual
claims taken one at a time. (Positivists, of course, discovered this second point
themselves: this was the path that led through Carnap to Quine.) These points
are connected to one another by the following claim: individuals are blessed with
no epistemological anchor points, neither uninterpreted sense-data nor reliable
hunches about what ‘stands to reason’. The epistemic supremacy of science rests
on repeated iteration of institutional error filters.

In the previous section we rejected the idea that scientifically disconnected
metaphysics should step into the breach wherever science has in principle
nothing to say. We follow Peirce in endorsing a non-positivist version of
verificationism—a version that is universally respected by the institutional
practices of science. This verificationism consists in two claims. First, no
hypothesis that the approximately consensual current scientific picture declares
to be beyond our capacity to investigate should be taken seriously. Second, any
metaphysical hypothesis that is to be taken seriously should have some identifiable
bearing on the relationship between at least two relatively specific hypotheses that
are either regarded as confirmed by institutionally bona fide current science or
are regarded as motivated and in principle confirmable by such science.

With respect to the first aspect of this verificationism, let us be clear that
‘capacity’ is to be read in a strong modal sense. In saying that something is
beyond our capacity to investigate we do not just mean that it’s beyond our
practical capacity—because we would have to last too long as a species, or travel
too far or too fast or use a probe no one now has any idea how to build. We
refer instead to parts of reality from which science itself tells us information
cannot, in principle, be extracted for receipt in our region of spacetime or in
regions of spacetime to which we or our instruments could in principle go.
Suppose that the Big Bang is a singular boundary across which no information
can be recovered from the other side.32 Then, if someone were to say that “The
Big Bang was caused by Elvis’, this would count, according to our principle,
as a pointless speculation. There is no evidence against it—but only for the
trivial reason that no evidence could bear on it at all. We take it that the
claim about Elvis is obviously uninteresting. Our point here, however, is that
it is not just uninteresting because it is silly and unmotivated. Claims that
the Big Bang was caused by God, or by the action of a black hole, would be
uninteresting, in the imagined circumstances, in exactly the same sense. Unlike
the claim about Elvis, they may have evident psychological motivations. Typical
motivations for the claim about God are various and often complex, though
they almost invariably include instances of attempted domestication of science
(in our sense). The imagined claim about the black hole is more obviously

32 We do not assert that this is so. This question was regarded as closed until a few years ago, but
has recently become controversial again.
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domesticating. Why, if the Big Bang were truly a singularity in the sense of being
an information boundary, would a black hole be any more likely to be involved
in its generation than Elvis or God or an infinity of other things someone could
imagine? Black holes seem plausible only because they are appropriately scaled
entities for interacting with very large cosmic events on our side of the boundary.
The explanation is (relatively) attractive only because it is familiar. An aspect of
leaving science undomesticated is recognizing that it itself may tell us that there
are questions we absolutely cannot answer because any attempted answer is as
probable as any other. This does not imply that we should look to an institution
other than science to answer such questions; we should in these cases forget about
the questions.33

It should be clear from what has just been said that our verificationism, unlike
that of the logical positivists, is not a claim about meaning. The statement ‘The
Big Bang was caused by Elvis’ is perfectly meaningful in all reasonable senses of
the term. When we call the statement ‘pointless” we intend nothing technical.
We mean only that asking it can make no contribution to objective inquiry. (It
might, of course, make a contribution to comedy or art.)

The second claim stated as constitutive of our verificationism is, so far,
ambiguous in three ways that require sorting out.

First, ‘identifiable bearing on’ is a weasel phrase, open to multiple readings.
Let us thus make its intended meaning more precise. Naturalism requires that,
since scientific institutions are the instruments by which we investigate objective
reality, their outputs should motivate all claims about this reality, including
metaphysical ones. We have stated our view that the point of metaphysics is
to articulate and assess global consilience relations across bodies of scientifically
generated beliefs. Thus one naturalist constraint on metaphysics might be
expressed as follows:

Any new metaphysical claim that is to be taken seriously should be motivated
by, and only by, the service it would perform, if true, in showing how two or
more specific scientific hypotheses jointly explain more than the sum of what is
explained by the two hypotheses taken separately, where a ‘scientific hypothesis’
is understood as an hypothesis that is taken seriously by institutionally bona fide
current science.

This proposal clearly calls for an account of explanation that allows us to make
clear sense of the idea that someone could have ‘more’ explanation given one
structure of beliefs than another. Here, we rely on a substantial body of work on
scientific explanation by Philip Kitcher (1981, 1989). Kitcher’s basic idea is that

33 Science might posit the existence of a region of spacetime that is absolutely inaccessible in
the sense that we can obtain no information bearing on any of its properties other than whatever
relations with other regions licensed inferring its existence in the first place. Then any hypotheses
about these other properties would be pointless metaphysics.
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unification of science consists in maximizing the ratio of kinds of phenomena
we can explain to the number of kinds of causal processes®* we cite in the
explanations. We make progress toward such maximization every time we show
that two or more phenomena are explained by a common argument pattern.
An argument pattern is a kind of template for generating explanations of new
phenomena on the basis of structural similarity between the causal networks
that produced them and causal networks that produced other, already explained
phenomena. Lest the idea be thought too vague, let us quote Kitcher’s official
introduction of argument patterns in full:

A schematic sentence is an expression obtained by replacing [at least] some ... nonlogical
expressions occurring in a sentence with dummy letters. Thus, starting with the sentence
‘Organisms homozygous for the sickling allele develop sickle-cell anaemia,” we can
generate a number of schematic sentences: for example, ‘Organisms homozygous for A
develop P and ‘For all &, if x is O and A then x is P’ ... A set of filling instructions for a
schematic sentence is a set of directions for replacing the dummy letters of the schematic
sentence, such that for each dummy letter, there is a direction that tells us how it should
be replaced. For the schematic sentence ‘Organisms homozygous for the sickling allele
develop sickle-cell anaemia,’ the filling instructions might specify that A be replaced by
the name of an allele and P by the name of a phenotypic trait. A schematic argument
is a sequence of schematic sentences. A classification for a schematic argument is a set
of statements describing the inferential characteristics of the schematic argument: it tells
us which terms of the sequence are to be regarded as premises, which are inferred from
which, what rules of inference are used, and so forth. Finally, a general argument pattern
is a triple consisting of a schematic argument, a set of sets of filling instructions, and a
classification for the schematic argument. (Kitcher 1989, 432)

Kitcher goes on to exemplify application of the argument-pattern concept
by constructing the argument patterns for three large-scale scientific theories:
classical genetics, Darwinian selection theory, and Dalton’s theory of the chemical
bond. Ross (2005, 377-8) constructs the argument pattern for neoclassical
microeconomics. We have a unified world-view to the extent that we use a
smaller rather than a larger number of argument patterns in science, and to the
extent that what get used as schematic sentences in these argument patterns are
themselves derived from other non-ad hoc argument patterns.

It will be noted that this account of unification is given in terms of the
expressions of propositional descriptions of scientific discoveries and general-
izations. To this extent it might appear to be positivistic in one of the senses
we've rejected. However, our claim (and Kitcher’s claim) is not that science
consists of argument patterns, but that our being able to describe our scientific
knowledge in terms of a compact set of argument patterns reflects our (collect-
ively) knowing how to use a compact set of problem-solving strategies—ways

34 Later (in Chapter 5) we will justify substituting ‘information transmitting processes’ for ‘causal
processes’ in any use of the concept of causation that is, like Kitcher’s, general and metaphysical
rather than parochial to a special science.
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of designing experiments and other measurement procedures—when confront-
ed with new phenomena. The body of direct scientific knowledge consists of
problem-solving strategies, and our ability to communicate this knowledge by
means of a compact set of argument patterns is diagnostic of unified science.
(Beginning in Chapter 2, we will assimilate schematic arguments to what we will
call structures.)

In case this is thought to be too abstract to be put to operational use, note
that Paul Thagard (1992 and elsewhere) has constructed connectionist learning
networks that successfully predict features of scientific theory on the basis of
inducting argument patterns from exemplars. It is true that the argument for
Kitcher’s version of unification cannot be derived as an analytical principle that
is independent of all instances; the claim is that it applies to what scientists regard
as prize-worthy achievements.

A second ambiguous idea that occurs in our second verificationist claim
requires attention. What does ‘specific’ mean in the phrase ‘specific scientific
hypothesis’?

The history of verificationism warns us of both the importance and the
difficulty of this issue. The positivists, in trying to arrive at their principle of
empirical significance, struggled in vain with the problem of finding a criterion
strict enough to exclude unscientific speculation, but liberal enough to avoid
ruling out any claims that might matter to scientists (Hempel 1965, ch. 4).
If one allows that any claim that itself is relevant to science is an empirically
significant scientific hypothesis, then it becomes trivially easy to make almost any
metaphysical hypothesis come out as scientifically relevant. Suppose one granted
that ‘All objects people can see without instruments are larger than atoms’ is
a significant scientific hypothesis. Almost all of the metaphysics we instanced
as scientifically irrelevant a few pages ago can be demonstrably connected, by
putatively explanatory relations, to statements at this level of generality. To have
teeth, a naturalistic restriction on metaphysics must block the justification of
metaphysical hypotheses only by reference to such purely generic and qualitative
truths. But ‘specific’ is vague. Suppose we tried to make it precise enough to
define an exact line between overly generic scientific hypotheses and the kind
which we think should motivate metaphysical ideas? In that case, the history of
positivism warns us, we would inevitably invite counterexamples derived from
the fact that there is no canonical, pre-definable £ind of statement of hypotheses
that scientists regard as important. An attempt to analyse ‘specific’ in a way
precise enough to block trivial justification of most metaphysics would inevitably
become an arbitrary ban on many metaphysical hypotheses that important groups
of scientists do find interesting.

The positivists made a fundamental mistake in seeking a principle for demar-
cating scientific from unscientific speculation by logical and semantic analysis.
The problem with this approach is that the analytic generalizations used for
demarcation must either be regarded as a priori or as tautologies, in which case
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they cannot be thought to be derived from science. A naturalistic demarcation
principle should be based on reference to criteria that are empirically observed
to regulate the practices of science. The principle at which we aim should not be
trotted out as an analysis of the concept of ‘sound metaphysics’, and should not
govern kinds of linguistic entities or propositions. What we should attempt to
articulate is a heuristic principle, something that reminds us which sorts of criti-
cal questions should be addressed to philosophers when they offer metaphysical
proposals. It must be clear enough in its intended force to rule out clear cases of
neo-scholastic metaphysics, but it need not be something that could be applied
algorithmically.

This might seem to be special pleading on our part. It might be thought that,
after thundering about our intention to scourge the land of bad metaphysics,
we've now just admitted that we can’t even exactly say what bad metaphysics is.
However, while our point above is obviously ‘pleading’ of a sort—don’t ask us
to do the impossible, please—our pragmatist framework of assumptions saves
it from being ad hoc. We demarcate good science—around lines which are
inevitably fuzzy near the boundary— Dby reference to institutional factors, not to
directly epistemological ones. (Again, this reference is indirectly epistemological,
and not irreducibly sociological, if the institutional factors that make science
epistemologically superior themselves admit of epistemological justification, as
they do.) This in turn implies that our principle must have the status of a
normative heuristic, not that of a logical analysis. It also suggests a strategy
for rendering the requirement of ‘specificity’ less vague. We can do this not
by reference to representational (syntactic or semantic) properties of hypotheses
themselves, but by reference to well-understood norms of scientific practice that
are identified empirically.

Here, then, is such a norm. Almost all successful participants in ‘bona fide
institutional science’—on which we will say more below—Ilearn in gradu-
ate school, or soon after, which sorts of hypotheses one cannor propose as
the targets of investigation in a grant proposal to a ‘serious’ foundation or
funding agency with non-zero prospects of success. Of course, there will be
many hypotheses with respect to which judgements will differ as to how far
above zero their funding prospects should be estimated to be. And some
work that many or even most people would judge to be unimportant or silly
actually gets proposed and funded. However, any physicist would agree that
a study aimed at testing the claim that ‘All objects people can see without
instruments are larger than atoms’ would not be worth writing up for fund-
ing.35 The problem is not, of course, that the claim is unscientific, let alone
empirically insignificant. The problem is that the claim is generic rather than
specific.

35 We invite the reader to imagine a physicist, fresh from reading Nolan (2004), writing a grant
proposal to investigate the idea that the universe is made of hypergunk (see n. 23 above).
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It is fine for our purposes if our verificationist principle errs on the side of
permissiveness, allowing, in principle, ‘importance’ to be bestowed on some
metaphysical claims motivated by slightly eccentric or dull specific scientific
hypotheses. The principle is intended as a negative heuristic that blocks neo-
scholastic metaphysics. This sort of metaphysics is, we suggested in the previous
section, partly distinguished by substituting the philosophy of A-level chemistry
for the philosophy of actual science when it tries to link itself to science and
thus justify its conception of itself as naturalistic. The kinds of generic—often
true— principles that comprise A-level chemistry are just the sorts of things that
are not targets of investigation in projects that earn research grants.

Again, we stress that specificity is not a feature that is necessarily correlated with
empirical significance as the positivists intended that idea. The generic claims that
often motivate neo-scholastic metaphysics have no special epistemological features
in common. Some of them are clear truths (as is the case with our example); others
are folk approximations to the truth thatare so approximate that the best semantic
designation for them is: false. This just serves to emphasize that a consistent
naturalist should aim only at a kind of demarcation principle quite different
from the positivists’ criterion of cognitive significance. We seek a principle,
referenced to the institutional factors that make science epistemically superior,
for distinguishing well-motivated from ill-motivated metaphysical proposals; we
do not seek a principle for separating sense from nonsense.

Some philosophers will worry that if we index specificity to fundable research,
we relativize the motivators for metaphysical revision to particular moments in
the history of science. Others will raise a closely related worry that, in declaring
that generic scientific hypotheses should not motivate metaphysical revisions, we
are ignoring the fact that generic hypotheses do sometimes get refuted or revised
by scientific progress—and that when they do, this is typically the basis for
our most important metaphysical adjustments. This would indeed be a decisive
objection if someone tried to operationalize empirical significance by reference to
fundable activity. Again, however, that is not what we propose to do; fundability
is simply being suggested as a proxy indicator (in the economist’s sense) of
what is likely to be scientifically interesting. Hypotheses we would regard
as unacceptably generic (when used as the basis for motivating metaphysical
innovations) are indeed sometimes overturned. But when they fall, they do so
under pressure from accumulated results based on investigations of more specific
phenomena with which the generic hypothesis in question is inferentially related.
Typically, the accumulated results in question amount to substantial sets of
data. Thus the same work investigating specific hypotheses that motivated the
rejection of the generic hypothesis would be expected also to motivate portentous
metaphysical adjustments. On the issue of temporal relativity, we see no direct
objection to indexing the naturalistic constraints on metaphysical hypotheses
to historically adjustable norms. After all, the point of such a constraint is
to require metaphysicians to be motivated by what the scientific communities
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with which they are contemporary find significant; we should not demand that
metaphysicians be more prescient than the scientists of their times.

One consequence of naturalism that cannot be avoided is that if our current
scientific image of the world changes much, as we suppose it will, then it will
then turn out that the best current metaphysics is substantially wrong. Neither
we nor anyone else can do better than articulate the best metaphysical picture
the current evidence suggests in attempting to sketch the image of the world that
science presents to us now. We look forward to future science proving us wrong
but hope that philosophers armed with current science will have trouble doing
so. Note that to the extent that metaphysics is closely motivated by science, we
should expect to make progress in metaphysics iff we can expect to make progress
in science. In Chapter 2 we indicate at length why we hold fallibilism about
science to be compatible with optimism about epistemic progress in science. This
argument carries directly over to scientifically motivated metaphysics.

There are two reasons why a specific hypothesis might not be deemed suitable
for investigation that should not impugn that hypothesis’s possible relevance
to metaphysics. The first is that the hypothesis in question might already be
regarded as confirmed. This in itself presents no issue for our principle as stated,
since that principle allows that confirmed hypotheses are potential motivators
of sound metaphysics. But in light of what we admitted above about temporal
relativity, there seems to be a problem. Suppose that a hypothesis was confirmed
at a time when scientific judgement as to what was sufficiently specific to
warrant investigation was different—presumably less strict—than at present.
The only way to avoid the absurd conclusion that sound metaphysics becomes
unsound simply because science becomes more specialized is to stipulate that
every hypothesis that was actually a target of direcr investigation by recognizably
institutionalized science (so, including the Royal Society but not including
Plato’s Academy) is a potential motivator of sound metaphysics. We do not
think there was ever a time or place after the scientific revolution when
institutionally bona fide scientific resources were devoted to directly investigating
claims of a level of generality that justified or would justify neo-scholastic
metaphysics.

The second reason why a hypothesis that is a potential motivator of sound
metaphysics might not be considered as a subject of direct scientific investigation
is that no one can think of a practical experiment or measurement. Some
interesting microphysical hypothesis, for example, might be testable only using
an accelerator that is too expensive to build. We of course want to distinguish
hypotheses that are non-investigable in this sense from hypotheses that are
non-investigable because information that would bear on them is in principle
unobtainable by any observer. Let us therefore say simply that a specific scientific
hypothesis is one that would be deemed suitable for direct investigation given
the absence of any constraints resulting only from engineering, physiological, or
economic restrictions or their combination.
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A remaining locus of ambiguity in our version of verificationism is its appeal
to ‘institutionally bona fide science and scientific research funding bodies. In
general, we are happy to leave this open to the rational judgements of observers
of institutional processes. What we importantly wish to exclude that will not
be obvious from anything said so far, however, are research projects that are
primarily motivated by anthropocentric (for example, purely engineering driven)
ambitions, as opposed to ambitions anchored around attempts to determine
the objective structures in nature. As philosophers, we naturally owe a detailed
account of what we take this to mean, and providing such an account, and a
justification for it, is another of the primary objectives of the book as a whole.
In Chapter 4 we will articulate a theory of what it is for a scientific theory to
be taken to describe a part of objective reality—a ‘real pattern’, as we will say
(following Dennett 1991a). It will follow from this analysis that for a pattern
to be real—for the object of a scientific theory or other description to be
deemed an aspect of objective reality—it must be such that a community of
inquirers who wished to maximize their stock of true beliefs would continue
to be motivated to track the pattern notwithstanding any shifts in practical,
commercial, or ideological preferences that are not justified by new evidence
bearing on the epistemic redundancy or non-redundancy of the pattern. Some
activity appropriately called ‘scientific’ because it is governed by the institutional
error-filtering processes characteristic of science—for example, some research
done in medical, engineering, law, and public policy schools and institutes—does
not aim at objectivity in this sense. That is just to say that such activity sometimes
deliberately tolerates pursuit of objectively redundant facts for the sake of the
practical utility of certain representations by people aiming at real-time solutions
to problems arising from their non-epistemic preferences. Engineers, for example,
sometimes study refinements of generalizations from classical physics that are
strictly false according to contemporary physics. Metaphysics should not be
motivated by such activity.

In excluding anthropocentrically motivated investigations as relevant motiva-
tors of metaphysical hypotheses, we also rule out ideologically driven research.
Suppose, for example, that some self-styled ‘creation scientists’ sought and
obtained funding from one of their own dedicated foundations to pursue a
physical hypothesis that, if true, would comport with their belief in a very
young Earth. We would of course wish to exclude this as a motivator of relevant
metaphysics. The fact that these ‘scientists’ would have to seck their funding
from non-standard sources is, by our lights, precisely the most reliable indicator
that their activity should not be taken seriously by the metaphysician—more
reliable, in particular, than any specific analysis of the specific arguments and
assumptions cited in the motivations for the project.36 We thus take this hypo-
thetical example as casting further illumination on the value of indexing serious

36 This does not imply, of course, that such criticisms are not often valuable in their own right.
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science to epistemological factors by way of mediating institutional factors as
proxies rather than by directly epistemological criteria. To reiterate: we assume
that the institutions of modern science are more reliable epistemic filters than are
any criteria that could be identified by philosophical analysis and written down.
Note that we do not derive this belief from any wider belief about the relia-
bility of evolved human institutions in general. Most of those—governments,
political parties, churches, firms, NGOs, ethnic associations, families, etc.—are
hardly epistemically reliable at all. Our grounding assumption is that the specific
institutional processes of science have inductively established peculiar epistemic
reliability.

One more general idea underlying our naturalistic constraint on metaphysics
remains to be expressed. In the next section of this chapter, we will argue for
a principle we call the Primacy of Physics Constraint (PPC). This articulates
the sense in which evidence acceptable to naturalists confers epistemic priority
on physics over other sciences. In Chapter 5 we will elaborate on the details
about how physics constrains other sciences. It will turn out that what is most
importantly different about physics—or, at least, about the part of physics we
will call ‘fundamental’—is that it has wider scope, in a sense we will make
precise, than other sciences. Metaphysics, as the project of unifying the scientific
wortld-view, shares the maximum scope of fundamental physics, in the same
precise sense.

It follows from this view—which is part of the content of our metaphysical
theory rather than part of its motivation—that a hypothesis that unified specific
hypotheses from sciences other than fundamental physics, but unified them with
no specific hypotheses from fundamental physics, would not be a metaphysical
hypothesis. It would instead be a hypothesis of a special science of wider
scope than those it partially unified. Again, it is premature to go into the
details of this in advance of the analysis to be given in Chapters 4 and 5.
For now we simply assert that although specific hypotheses from any non-
anthropocentric scientific inquiry may be motivating premises for naturalistic
metaphysical hypotheses, at least one specific hypothesis that the metaphysical
hypothesis in question unifies with others must be derived from fundamental
physics.

Based on these reflections, here is a refined formulation of a naturalist
constraint on metaphysical hypotheses that we will henceforth refer to as the
Principle of Naturalistic Closure (PNC):

Any new metaphysical claim that is to be taken seriously at time # should be
motivated by, and only by, the service it would perform, if true, in showing how
two or more specific scientific hypotheses, at least one of which is drawn from
fundamental physics, jointly explain more than the sum of what is explained by
the two hypotheses taken separately, where this is interpreted by reference to
the following terminological stipulations:
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Stipulation: A ‘scientific hypothesis’ is understood as an hypothesis that is taken
seriously by institutionally bona fide science at ¢.

Stipulation: A ‘specific scientific hypothesis’ is one that has been directly
investigated and confirmed by institutionally bona fide scientific activity prior to
¢ or is one that might be investigated at or after #, in the absence of constraints
resulting from engineering, physiological, or economic restrictions or their
combination, as the primary object of attempted verification, falsification, or
quantitative refinement, where this activity is part of an objective research

project fundable by a bona fide scientific research funding body.

Stipulation: An ‘objective research project’ has the primary purpose of estab-
lishing objective facts about nature that would, if accepted on the basis of the
project, be expected to continue to be accepted by inquirers aiming to maximize
their stock of true beliefs, notwithstanding shifts in the inquirers’ practical,
commercial, or ideological preferences.

The PNC as thus formulated has so far been motivated only in a provisional way.
At many points in the argument to come, we will flag further considerations that
we take to enhance its justification.

1.4 THE PRIMACY OF PHYSICS

There is a methodological rule observed in the history of recent science to the
effect that practitioners of special sciences at any time are discouraged from
suggesting generalizations or causal relationships that violate the broad consensus
in physics at that time, while physicists need not worry reciprocally about
coherence with the state of the special sciences. We call this (so far roughly
formulated) rule the ‘Primacy of Physics Constraint’ or PPC. Here we consider
two questions: (1) How does the PPC relate to the more standard commitments
of avowed ‘physicalists’ (2) Why is the PPC observed in science? We conclude
this section with a more precise formulation of the PCC.

Physicalism is usually defined as the view that everything is ‘in some sense’
physical, or sometimes that everything supervenes on the physical. Papineau
(2001, 3) says that ‘everything is physically constituted’. Hellman and Thomp-
son’s Ontological Physicalism is the view that everything is ‘exhausted’ by
mathematical-physical entities (1975, 553—4). Another possibility, also can-
vassed in Hellman and Thompson (557), is to interpret the core notion of
physicalism as that of ‘one realm of facts determining another’ (our italics), where
causal priority, sufficiency, or necessity would be among the possible kinds of
determination. We deny all these claims. We also deny the local supervenience of
the mental on the physical, the token identity of mental states and physical states,
the existence of a hierarchy of ‘levels of reality’, and the claim that all causation
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is physical causation.3” Nonetheless, as Kim says, there is no consensus about
how physicalism is to be formulated (2005, 33), and the PPC is compatible with
some weak definitions of physicalism such as this one also due to Hellman and

Thompson:

Mathematical physics, as the most basic and comprehensive of the sciences, occu-
pies a special position with respect to the over-all scientific framework. In its loosest
sense physicalism is a recognition of this special position. (Hellman and Thompson

1975, 551)

Certainly, the PPC provides no comfort to dualists or emergentists. Physicalism,
in common with the PPC, is committed to a generic asymmetry: special sciences
do not relate to physics the way that it relates to them.

The view articulated and defended here clearly accords physics a special
status. The Principle of Naturalistic Closure stated above requires that for a
metaphysical claim to be taken seriously it must relate to at least one specific
scientific hypothesis of fundamental physics. The notion of a real pattern, central
to our approach to the special sciences, laid out in Chapter 4 requires projectibility
by a physically possible device. The fact that we take seriously the notion that
there are special sciences at all, that is sciences which are of restricted scope
compared to physics, also shows that physics is more than one science among
many for us.

We argue below that science—its current state and its history—supports
the primacy of physics and physicalism in the loosest sense. Physicalism is
generally regarded, at least by most physicalists, as a naturalist position that is
motivated by science.38 Yet, with a few recent exceptions (for example, Papineau
2001, Melnyk 2003), physicalists rarely offer direct arguments for physicalism
using premises drawn from science itself. The debates in which physicalists
do engage, including defending physicalism by dealing with various objections
to it, are striking for the near total absence of reference to current scientific
theories or results. Much of the contemporary debate over physicalism concerns
variations on the knowledge argument (paradigmatically concerning what Mary,
the colour-perception-deprived yet cognitively omnipotent colour scientist, could

37 There is much debate about how to define the notion of ‘physical’ in this context follow-
ing Hempel’s dilemma (1965). Ontological physicalism is (almost certainly) false if it refers to
existing physics for its ontology, for it can safely be assumed that present-day physics will be
superseded by a more advanced physics of the future that will posit an ontology different in at
least some respects from that of the former. But it is also (certainly) trivial (today) if it defines the
physical as that which will be posited by a future, completed fundamental physics. Wilson (2006),
following Kim (1996), Spurrett and Papineau (1999), Papineau (2001, 12), Crook and Gillett
(2001), and Loewer (2001, 40), argues that physical entities ought to be characterized as those that
are treated by fundamental physics and that are not fundamentally mental. This approach severs
the link between physics and physicalism. Other recent discussions of how to formulate physicalism
include Dowell (2006), Markosian (2000), Montero (2006), and Ney (forthcoming a). We do not
concern ourselves with this problem because we do not defend ontological physicalism.

38 One exception is Jackson (1998) who seems to regard physicalism as true a priori.
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or could not know about colour (Jackson 1986)) and reflections on the putative
possibility of zombies, inverted spectra, and other exotica utterly unrepresented
in the literature of cognitive psychology and cognitive neuroscience. Eatlier, one
would more likely find debate over physicalism expressed through discussion
of worries over epiphenomenal ectoplasm (Horgan 1982), or worlds physically
differing from our own only in the position of one ammonium molecule, but
at which there are no mental properties at all (Kim 1993). A striking feature of
these debates in at least some versions of each of them is that no facts accessible
to (third-person) science bear on whether the scenarios in question are actual or
not: there are no epiphenomenal ectoplasm detectors, zombies are identical to
us as far as any third-person investigation can tell, and worlds at which there
are no mental properties at all pose the same problem on a larger scale. This
dislocation from what could be discovered empirically is odd in debate over a
position ostensibly motivated by naturalism.

Since at least the 1970s a strong tendency in much debate over physicalism
has been to argue that epistemological commitments, especially to some form of
theory reduction, are unsupportable and inessential to physicalism. Physicalism
is generally taken to express an ontological rather than an epistemological or
methodological claim, but not universally: Oppenheim and Putnam’s (1958)
well-known account of a reductive form of physicalism involved explanation
of all facts by reference to theories concerning the behaviour of elementary
particles. (Note that they didn’t call their position ‘physicalism’.) Much more
recently Kim has said that physicalism is a thesis that any ‘phenomenon in
the world can be physically explained if it can be explained at all’ (2005,
149-50).

There is a tension between the goal of providing a naturalist defence of
physicalism, and that of making physicalism an ontological thesis but not an
epistemological one. A naturalist defence must use evidence, and such evidence
will consist in a catalogue of explanatory—that is, epistemological—successes.
In asserting the thesis that everything is physical the ontological physicalist
singles out a particular science, physics, as having a special role in ontology.
For example, Philip Pettit says the world ‘contains just what a true complete
physics would say it contains’ (1993, 213). Thus understood physicalism is in
tension with the naturalism that supposedly motivates all forms of physicalism.
That is, a responsible naturalist who defers to science as it stands in matters
of belief formation will find herself ontologically committed to all sorts of
entities and properties that aren’t straightforwardly physical, in the sense of
being studied as such by physicists.3 (Dupré 1993 uses this as the basis for a

39 In referring to ontological commitment we are assuming the naturalist to be a scientific realist.
Although it doesn’t matter for the specific arguments advanced in this discussion, we later, especially
in Chapter 2, defend a specific version of ontic structural realism rather than standard scientific
realism.
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naturalist rejection of ontological physicalism.) Consider, for example, markets,
fixed action patterns, mating displays, episodic memories, evolutionarily stable
strategies, and phonemes. Powerful explanations and successful predictions have
been produced by sciences that aren’t physics and which refer to such entities.
They are good ammunition for an epistemic success argument in favour of
naturalism and against ontological physicalism.

Hiittemann and Papineau (2005) suggest that there are two main forms of
ontological physicalism. One, part—whole physicalism, holds that everything
real is in some sense made out of or is exhausted by basic constituents that are
themselves physical. The other, supervenience or levels physicalism, holds that
the putatively non-physical is nonetheless dependent on the physical.

There have been prominent part—whole physicalists, including Oppenheim
and Putnam (1958), and Pettit (1993).40 Since major parts of the remainder
of this book, especially Chapter 3, are a sustained argument against central
presuppositions of part—whole physicalism, we’ll say little about it here. As
Hiitteman and Papineau point out, using a simple example concerning a classical
mechanical system comprising three sub-systems, the view that the properties and
behaviour of macroscopic entities is asymmetrically determined by their micro-
constituents and the laws governing micro-activity has little to recommend it
compared to a view in which ‘parts and wholes mutually determine each other’.
As we see later, attention to contemporary physics makes matters much, worse
for the part—whole physicalist.

For a significant part of its history, especially in the wake of Davidson’s
influential paper on ‘Mental Events’ (1970) ontological physicalism has been
widely understood as the thesis that the (putatively) non-physical, including
the mental, the biological, and so forth, supervenes on the physical. There has
been much discussion of different formulations of the supervenience relation.4!
The general idea is that one set of (for example, mental) properties supervenes
on another (for example, physical or biological) set if, roughly, something
cannot change with respect to its supervening properties without undergoing
some change with respect to its subvening (or base) properties. Hiitteman
and Papineau’s distinction is not always drawn, and some accounts of the
supervenience relationship simultaneously suggest part—whole physicalism. An
example is Lewis’s discussion of the dot-matrix picture, the global properties of
which depend upon the specific arrangement of a grid of dots (Lewis 1986, 14).

There is another form of ontological physicalism, namely Andrew Melnyk’s
(2003) realization physicalism. Realization, according to Melnyk, is a relation

4 We return to the former in the next section. Pettit’s microphysicalism is the claim that
‘[T]here are microphysical entities that constitute everything and microphysical regularities govern
everything’ (1993, 214-16). As Ney (forthcoming a, 13) points out, and as we discuss in Chapter 3,
this is refuted by quantum mechanics since entangled states are not constituted by the entities that
enter into them. We also return to microphysicalism in 1.6.

41 See McLaughlin and Bennett (2005).
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between tokens, in which the tokening of one type meeting certain conditions
(the realizer) guarantees the tokening of another, functional type. A functional
token is physically realized if the ‘associated condition’ for its tokening is met in
virtue of the distribution of physical tokens and the holding of physical laws. So
physical realizationism is the view that:

(R) Every property instance is either an instance of a physical property or a
physically realized instance of some functional property; every object is either
an object of some physical object kind or a physically realized object of some
functional object kind; every event is e/ther an event of some physical event kind
or a physically realized event of some functional event kind.

Melnyk’s realizationism isn’t an identity theory since the realization relation
requires neither token nor type identities, and although it entails some forms
of global supervenience, it isn’t really a supervenience theory either. In the next
section we discuss different versions of reductionism and indicate why we don’t
endorse Melnyk’s physicalism, even though its sparse commitments and bracing
naturalism make it broadly PNC-compatible.

We now explain why we accord physics a special status. Most of the evidence
for the primacy of physics was discovered in the nineteenth and early twentieth
centutries. The developments in question involved attempts to test for the presence
or absence of candidate non-physical forces or other influences that might affect
the chances of some physical facts, as well as more general extensions of physical
theory. That non-physical forces were on the agenda is partly explicable by
reference to empirical advances in the life sciences and chemistry that added to the
list of explananda phenomena that mechanists were initially unable to explain.
Newton’s introduction of forces was emulated with enthusiasm, and specific
forces were proposed in several areas, including forces of attraction and repulsion
for electrostatics, magnetism, and the cohesion of bodies; forces of irritability and
sensibility to account for perception; forces to explain fermentation, the origin
of micro-organisms, and chemical bonding. Some physical forces were found.
None of the non-physical ones were.

At the same time, scientists made progress in unifying physical forces, and the
physical treatment of force, work, and energy. Key steps here included Faraday’s
research on electromagnetic induction which also showed the unity of apparently
different sorts of electricity, whether electrostatic, induced, or from batteries;
Joule’s research on the quantitative equivalence between heat and mechanical
work; and Helmholtz’ work on deriving the principle of conservation of the sum
ofkinetic and potential energy from rational mechanics, and relating this principle
to the work of Joule. For a time, chemistry was a striking counterexample to this
trend. Although various chemical regularities had been discovered, there was no
contender for an explanation of chemical bonding in terms of more fundamental
physical processes, and the possibility that there were as yet unknown chemical
forces was recognized by leading scientists. Broad referred to chemistry as the
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‘most plausible’ candidate for an ‘example of emergent behaviour’ (Broad 1925:
65), and Mill had chemistry in mind in his earlier treatment of composition
of forces, which was a key source for British emergentism. However, following
a series of advances by Thomson, Rutherford, and others, Bohr successfully
constructed, first, a dynamical model of the hydrogen atom, then of heavier
atoms, and finally aspects of the structure of the periodic table (Pais 1991,
146-52). A key measure of his success was deriving the hitherto descriptive
Balmer formula for the emission spectra of hydrogen and some other simple
elements from his model. A physical theory of chemical bonding had been
developed, and while it did not apply readily to all molecules, or indeed all
atoms, and certainly did not herald the theoretical reduction of chemistry to
physics, it did dispose of the view that chemical phenomena involved distinct
non-physical forces or forms of influence.42

This history has been widely taken to support two complementary arguments
for the primacy of physics. The first argument is inductive: in the history of science
a succession of specific hypotheses to the effect that irreducibly non-physical
entities and processes fix the chances of physical outcomes have failed.

The second argument is also inductive. Over the history of science a succession
of processes in living systems, and in the parts of some living systems dedicated
to cognition, have come to be largely or entirely understood in physical terms,
by which we mean in terms of the same quantities and laws as are invoked in
physical theorizing about non-living systems. For example, the electrochemical
functioning of neurons is understood partly in the language of insulators,
resistors, and charge and density gradients, as is the operation of the ion pumps
and ATP transport molecules that build the charge gradients, and supply the
(physical) energy for the operation of the pumps. So it is not merely that
anti-primacy-of-physics hypotheses have been rejected in the history of science,
but that specifically physical hypotheses and explanations /ave been successful in
their place.

Over this history physical theory itself has been unified and extended, for
example in developing conservation principles, partly through the same experi-
mental work concerning the conversion of different sorts of energy that supports
the previous inductive arguments. Subsequently, for example, physical forces
previously viewed as independent (electromagnetism and weak nuclear forces)
have been given unified treatment in the Standard Model of particle physics,
according to which the same electroweak interaction manifests in two different
ways at low energies as a result of the photon having no rest mass. Consolidations
and unifications of this sort are part of the reason for supposing that there is
a coherent body of fundamental physical theory of sufficient scope and power
that it is the only candidate for the ‘most basic and comprehensive of the

42 For arguments against reductionism about chemistry see Scerri and Mclntyre (1997).
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sciences’. In consequence, fundamental physics is regarded as having primacy
over the rest of physics.

Most philosophers who consider themselves naturalists (Dupré and Cartwright
being exceptions) regard what has just been said as uncontroversial. However,
there is a frequent tendency to go on to use the primacy of fundamental
physics as if classical physics is still the approximate content of fundamental
physics. This, we contend, is the basic source of the widespread confusion
of naturalism with the kind of ontological physicalism we reject. Classical
physics was (at least in philosophers’ simplifications) a physics of objects, col-
lisions, and forces. When ‘fundamental’ physics is interpreted in these terms,
as an account of the smallest constituents of matter and their interactions,
it seems reasonable to many to think that everything decomposes into these
constituents and that all causal relations among macroscopic entities are closed
under descriptions of their interactions. In other words, they think that the
history sketched above supports ontological physicalism. However, this is the
philosophy of A-level chemistry at work. In Chapters 2 and 3 we will argue
that contemporary physics motivates a metaphysics of ontic structural real-
ism (Ladyman 1998, French and Ladyman 2003a and 2003b). This will yield
an interpretation of fundamental physics that has nothing to do with putative
tiny objects or their collisions. Our endorsing the primacy of fundamental
physics should be read in light of this. To anticipate, fundamental physics for
us denotes a set of mathematically specified structures without self-individuating
objects, where any measurement taken anywhere in the universe is in part
measurement of these structures. The elements of fundamental physics are
not basic proper parts of all, or indeed of any, objects. (Nor is there any
motivation for supposing that the fundamental structures describe gunk.) The
primacy of fundamental physics as we intend it does not suggest ontological
physicalism.43

We now give the more precise formulation of the PPC:

Special science hypotheses that conflict with fundamental physics, or such
consensus as there is in fundamental physics, should be rejected for that reason
alone. Fundamental physical hypotheses are not symmetrically hostage to the
conclusions of the special sciences.

This, we claim, is a regulative principle in current science, and it should be
respected by naturalistic metaphysicians. The first, descriptive, claim is reason
for the second, normative, one.

43 Note that the standard history is also taken to support the causal closure of the physical world
or the completeness of physics (Papineau 1993, Spurrett and Papineau 1999). This principle is
not entailed by the PPC since one might deny that there are causes in physics (perhaps persuaded
by Russell’s 1913 arguments, see 5.1-5.4), and so deny the causal closure of the physical while still
defending the PPC.
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Precisely because the PPC holds in science, one finds few direct invocations
of it in scientific literature, because it would likely have been applied as a filter
on the road to publication, rather than fought over in public. Nonetheless, there
are places where one would expect to find it stated, including in textbooks where
methodological precepts are passed on, and by those advocating radical or new
ideas who are concerned that they not be mistaken for proponents of crazy ideas.
We close this section with a few such instances.

Theories of agency and volition are especially likely to raise suspicion of dualism
or other breaches of physical primacy. Near the opening of his (2001) account of
the psychology of preference equivocation, addiction, and compulsion, Ainslie
takes care to warn his readers that he requires that ‘all explanations of behaviour
should at least be consistent with what is known in the physical and biological
sciences’ (2001, 11). Kauffman’s popular account of complexity theory argues
that key phenomena associated with life are ‘emergent’. He is careful, though,
to emphasize that he does not mean anything ‘mystical’ by this, and explains
that no ‘vital force or extra substance is present in the emergent’ system (1995,
24). Similarly, Stephanie Forrest (1991, 1) refers to emergent computing as
having as its object ‘computational models in which the behaviour of the entire
system is in some sense more than the sum of its parts’ and that in these systems
‘interesting global behaviour emerges from many local interactions’. But then, in
case this smacks of downward causation, she adds that ‘the concept of emergent
computation cannot contribute magical computational properties’ (1991, 3). We
suggest that the use of words like ‘mystical’ and ‘magical’ here is considered, and
that it reflects the fact that rejection of the PPC amounts not merely to doing
bad science, but to not doing science at all.

1.5 UNITY OF SCIENCE AND REDUCTIONISM

We have said that the raison d’étre of a useful metaphysics is to show how the
separately developed and justified pieces of science (at a given time) can be fitted
together to compose a unified world-view. By ‘pieces of science’ we refer to
any and all propositions* that motivate metaphysical reflections according to
the PNC, including theoretical propositions of any degree of generality,4> and
representations of observations and experimental manipulations.

In philosophy of science, one finds two general strategies for unification.
One is representational. It seeks formal or semantic entailment relations holding

44 The reference to ‘propositions’ does not imply we think science is essentially linguistic. Other
‘pieces of science’ are embodied bits of procedural know-how among scientists that we assume can
be modelled as representations of one sort or another if and as the need arises.

45 Some scientific propositions will be sufficiently general as themselves to be metaphysical. Our
notion of metaphysics is thus recursive, and requires no attempt to identify a boundary between
metaphysical and scientific propositions.
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amongst unifying propositions and the propositions they unify. Kitcher (for
example, 1981, 1993) and Thagard (1992) are leading post-positivist proponents
of this strategy. The other strategy, more frequent among philosophers who seck
metaphysical rather than just epistemological unity, rests on some version or
other of (usually ontological physicalist) reductionism. If there were one thing
or some unified class of things that all of science could, via reductions between
the parts of science, be supposed to be ultimately about, then science would be
unified. Oppenheim and Putnam’s (1958) famous argument that science was
in the process of being unified was reductionistic and the particular form of
reductionism they envisaged bottomed out at elementary physical particles.

We begin our discussion of the Unity of Science with this paper, even though
no contemporary philosopher endorses much of what it says, because Oppenheim
and Putnam’s main premises are drawn from empirical science and it is therefore
an exemplar of PNC-compatible philosophy.

For Oppenheim and Putnam the Unity of Science is a ‘working hypothesis’
which they argue commands more respect than the alternatives. Their discussion
focuses on the Unity of Science, first, as ‘an ideal state of science’ and, second, to
‘a pervasive trend within science, seeking the attainment of that ideal’ (1958, 4).
The specific notion of reduction that Oppenheim and Putnam use is developed
from an account given by Kemeny and Oppenheim (1956). This so-called
‘micro-reduction’ is intended to provide a formulation of reductionism without
commitment to the earlier (pre-1961, for example, Nagel 1949) programme of
Nagel and others based on bridge principles or ‘co-ordinating definitions’. The
further developed version used by Oppenheim and Putnam says that, given two

theories T7 and T, T, can be said to be reduced to T} iff:

(1) The vocabulary of T contains terms not in the vocabulary of T;.
(2) Any observational data explainable by T are explainable by Tj;.
(3) T is at least as well systematized as T. (1958, 5)

This rather weak construal of a reduction relation between theories (T) is applied
by extension to branches of science (B) and the key requirement for being a micro-
reduction here is that ‘the branch B deals with the parts of the objects dealt with
by B, (1958, 6), which presupposes both a universe of discourse for each branch,
and the part/whole notion (Pt).4¢ Micro-reduction requires decomposition of
entities (or objects in the universe of discourse) of B, into proper parts all
within the universe of discourse of B;. The micro-reduction relation is transitive,
so micro-reductions could be cumulative. Oppenheim and Putnam note this
and point out that two additional properties of micro-reductions (irreflexivity
and asymmetry) can be derived from transitivity given only ‘the (certainly true)
empirical assumption that there does not exist an infinite descending chain of
proper parts, i.e., a series of things x, X3, x3 ... such that x, is a proper part of

46 See also Hempel and Oppenheim (1953).
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X1, X3 is a proper part of x, etc.” (1958, 7). (Note the assumption that atomism
is certainly true.)

Oppenheim and Putnam construct a theory of the relationships between
fundamental physics and the special sciences, and among the special sciences,
by reference to this mereology. They reason that ‘there must be several levels’
of micro-reduction, and that ‘scientific laws which apply to all things of a
given level and to all combinations of those things also apply to all things of
higher level. Thus the physicist, when he speaks about ‘all physical objects,’ is
also speaking about living things—but not qua living things’ (1958, 8). They
also argue that induction on the recent history of science as of their writing
shows a trend towards unification by micro-reduction across a cascade of six
levels, which they identify as: (6) social groups; (5) multi-cellular living things;
(4) cells; (3) molecules; (2) atoms; (1) elementary particles. The empirical case is
not made by any careful demonstrations of inter-theoretic reductions satisfying
the three criteria above. Rather, they claim that science ‘directly’ supports their
proposed hierarchy of levels through a track record of successful decompositions
of higher-level types into adjacent lower-level ones and syntheses of lower-level
types into higher-level ones. They also claim ‘indirect’ empirical support from
the fact that, according to them, science has consistently shown types at lower
levels to be prior, ontogenetically and genealogically, to the types they compose.

A hodgepodge of considerations is responsible for the almost universal rejection
of the package of theses that Oppenheim and Putnam promote. The view that
science progresses mainly by reduction, or even the idea that this is an important
question, has been fiercely contested since the work of Feyerabend and Kuhn.
The atomism of Oppenheim and Putnam is now rejected by many philosophers.
Oppenheim and Putnam clearly suppose that relations amongst constituents of
compound systems are generally additive. Thanks to the aggressive championing
of complexity theory in almost all disciplines (but especially in the social,
behavioural, and biological sciences) by the Santa Fe Institute and its friends, this
hunch has been displaced by a widespread emphasis on ‘emergence’ and inter-level
feedback loops. Hence in many respects the inappropriateness of Oppenheim
and Putnam’s most crude background assumptions is not even controversial
nowadays. Our most important reasons for rejecting the Oppenheim and
Putnam programme are that we deny their atomism (see especially Chapter 3
below), and also maintain that Oppenheim and Putnam’s supposition that two
sciences (or ‘branches’ of science) could explain he same ‘observational data’
takes for granted a denial of what we call the scale relativity of ontology (see
Chapter 4 below).

There are other sorts of reductionism worth distinguishing. Let ‘micro-
reductionism’ denote any form of reductionism that includes a decomposition
condition like one found in Oppenheim and Putnam. ‘Nagelian reductions’,
on the other hand, are either reductions as envisaged in Nagel’s own flagship
account (Chapter 11 of Nagel 1961), or in later views developed as refinements or
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elaborations of Nagel’s model. For Nagel, reduction is the (deductive) explanation
of a theory by another theory. Nagel pointed out that typically, in real cases,
in order for reduction to be effected ‘additional assumptions’” are needed. For
example in his famous discussion of a reduction of a single law of thermodynamics
(the Boyle—Charles law for ideal gasses, stating pV = £T where p is pressure, V'
volume, # a constant, and 7" the temperature of a volume of gas) to statistical
mechanics, Nagel argues that these additional assumptions include: supposing
a sample of gas to consist in a large number of molecules; arbitrarily dividing
the volume into many sub-volumes, and assigning independent probabilities
of position and momentum in the sub-volumes to the molecules; treating the
molecules as elastic spheres colliding with each other and the container; and
treating collisions with the container as perfectly elastic. Nagel also proposed
stipulations connecting the vocabularies of the two theories. For example he
defines pressure as ‘the average of the instantaneous momenta transferred from
the molecules to the walls’). He then argued that it is ‘possible to deduce that
the pressure p is related in a very definite way to the mean kinetic energy E of
the molecules, and that in fact p = 2E/3V, or pV = 2E /3’ (Nagel 1961, 344).
The latter equation shares ‘pV” with the Boyle—Chatles law, suggesting that ‘the
law could be deduced from the assumptions mentioned if* the temperature was
in some way related to the mean kinetic energy of the molecular motions’. Given
all this, Nagel suggests that we could ‘introduce the postulate’ that 2E/3 = kT
(Nagel 1961, 344-5).

As Marras (2005, 342) points out, the postulate that temperature is ‘in some
way related’ to mean kinetic energy of molecules is a final step in the process of
reduction, justified by preceding work showing that an analogue, or what some
call an ‘image’ (Beckermann 1992; Bickle 1992, 1998), of one theory can be
constructed in a supplemented version of another. Nagel rejects the suggestion
that the additional assumptions are analytic— ‘no standard exposition of the
kinetic theory of gasses pretends to establish the postulate by analyzing the
meaning of the terms occurring in i’ (1961, 355)—and says that there is
no simple fact of the matter, independent of specifying the pragmatic context
in which the question is raised, about whether instead the assumptions are
conventions or empirical. Nagel argues against the ‘unwitting doubletalk’ of
treating the terms related by additional assumptions as having been made
‘identical by definition’, because doing so would involve changing the meanings
of the terms in one or both theories, so not reducing one original theory to
the other (Nagel 1961, 357). So, for example, temperature is not a statistical
property while mean kinetic energy is, and there are theoretically distinct ways
of determining the mean within statistical mechanics (Feyerabend 1962; Nickles
1973, 193; Brittan 1970, 452; Yi 2003). Nagel allowed that the additional
postulates often were empirical hypotheses ‘asserting that the occurrence of the
state of affairs signaled by a certain theoretical expression...in the primary
science is a sufficient (or necessary and sufficient) condition’ for the occurrence
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of the corresponding state of affairs designated in some way by the ‘secondary’
science (Nagel 1961, 354).

Clearly, Nagelian reductions need not be micro-reductions. The conditions
for each type of reduction are distinct (though compatible), and, part of the
point of micro-reduction is to dispense with the ‘bridge laws’ requirement found
in earlier proposals by Nagel. Conversely, there is no requirement in Nagel
that the reducing science concern itself with the proper parts of the things
studied by the reduced science. This is especially clear in the case of more
‘homogenous’ reductions (where the theories share ‘descriptive terms’) such as
the derivation of some of Galileo’s laws, or Kepler’s, from Newton’s, or those
of Newton from the Special Theory of Relativity, given suitable additional
assumptions and restrictions in each case.#” Nobody supposes that these are
micro-reductions.

Some purported refinements of Nagel’s programme claim to ‘remove’ features
that, as Marras (2005) points out, aren’t present in the first place, such as
refinements that downplay the importance of bridge laws (for example, Bickle
1998). Itis important to note that if the multiple realization argument is correctly
understood as aimed at the bridge laws requirement for theoretic reduction, and
it is also the case that Nagelian reduction (refined or raw) doesn’t require
bridge laws, then the multiple realization argument may fail to undermine
it. This is certainly the view of ‘new wave’ reductionists (for example, Bickle
1996).

Oppenheim and Putnam placed a bet on the direction of science. We bet
differently. By contrast, Nagelian reduction makes no predictions about the direc-
tion of science. We reject micro-reductionism but not Nagelian reductionism,
because we think that there are real examples of Nagelian reductions (though not
of caricatures of Nagelian reductions involving bridge laws) that are significant
contributions to science, and steps toward unification. There are, however, other
arguments to the effect that Nagelian reductions are rare or non-existent and in
some cases impossible.48 This brings us to type reductionism.

Type reductionism (sometimes confused with Nagelian reductionism) is our
name for the view that is the critical target of several classic anti-reductionist
papers including Davidson (1970) and Fodor (1974). Fodor’s paper invites
confusion with its title— ‘Special sciences, or the disunity of science as a working
hypothesis’—which suggests it is aimed against Oppenheim and Putnam’s (1958)

47 None of these reductions are perfect. Some need assumptions to derive one law that are
incompatible with those used to derive another, or require assumptions which are known to be false
(for example, that changing distance makes no difference to rate of fall, in order to ‘derive’ Galileo’s
law of fall from Newton’s laws). See Sklar (1967), Brittan (1970), Nickles (1973), Batterman
(2002, 18).

48 Bickle (1992, 218) notes that Davidson’s argument for the anomalism of the mental was also
supposed to show the ‘conceptual impossibility of reducing intentional psychology to a lower-level
science’.
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‘Unity of Science as a working hypothesis’. Fodor’s argument attacks bridge laws,
which as noted above, are not involved in Oppenheim and Putnam’s micro-
reductions, and his argument ignores issues around mereological composition
and atomism, which are so involved. In the discussions of Fodor (and many
others in the voluminous literature that followed him) nearly all of the scientific
detail found in Nagel is absent, and replaced by toy examples.

Fodor discusses reductionism and the multiple realization argument against it
in terms of (natural) kinds and laws. So, if there is a true physical law P1 — P2,
and a true special science law S1 — S2, the bridge laws will be biconditionals
linking P1 and S1, and P2 and S2. It is exactly these biconditional laws that
the multiple realization argument is supposed to show are either unlikely or
impossible, but this is not Fodor’s main reason for rejecting them. Fodor claims,
as is supposedly ‘obvious to the point of self-certification’, that:

(a) interesting generalizations (e.g. counterfactual supporting generalizations) can often
be made about events whose physical descriptions have nothing in common; (b) it is
often the case that whether the physical descriptions of the events subsumed by such
generalizations have anything in common is, in an obvious sense, entirely irrelevant to the
truth of the generalizations, or to their interestingness, or to their degree of confirmation,
or, indeed, to any of their epistemologically important properties; and (c) the special
sciences are very much in the business of formulating generalizations of this kind. (Fodor

1974, 84)

This is over-stated. Physical descriptions of the tokens of at least many special
science types often have a great deal (and certainly far more than ‘nothing’)
in common. Questions of physical similarity aren’t irrelevant to, for example,
whether two animals are both vertebrates, or whether two different samples of
sediment are clays or oozes. Indeed, many special science generalizations are
directly about physical properties—consider the reported correlations between
testicle size and mating strategy (for example, Meller 1994), or encephalization
and group size in social primates (for example, Dunbar 1992), or the varying
attractiveness to human females of the scents of more symmetrical men during
ovulation (Thornhill and Gangestad 1999). Furthermore, even if Fodor’s argu-
ment is devastating for the view that reduction can be achieved by biconditional
bridge laws, it does no harm to prospects for Nagelian reductions.

What then does multiple realization show? Any real system or process features
in a variety of different scientific generalizations, and multiple realization possi-
bilities in one of them need not line up with those in others. A manufactured
microphone in which vibrations move a metal coil positioned near a magnet,
thereby inducing a current in a circuit, is one way of transducing sound into
electricity. The hair cells in our ears, which bend in response to vibrations, twist-
ing molecular gates at their bases, and releasing a cascade of processes involving
ions at a synapse, is another. This is a credible instance of multiple realization.
Like any, it has its limits: anyone can think of ways in which the two are not
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interchangeable because they don’t both appear in all the same regularities.4 As
the criteria for instantiating a given regularity are made more demanding, or the
number of regularities we seek to satisfy at once rises, the number of satisfiers
will tend to drop. So a microphone makes a fine transducer, but it doesn’t get
well looked after by our kind of immune system, or get well built by our kind of
diet. Contra Putnam, we couldn’t be made of Swiss cheese and it does matter.5°

This cross-classification of regularities at different scales is disastrous for the
‘sundering’ form of reduction defended by Kim (for example, 1998), in which
relations of multiple realization require fragmenting special science kinds into
as many sub-kinds (each a reductive identification of the sort we’re resisting) as
there are different realizers. Science does sometimes partition established kinds;
for example, distinguishing different sorts of memory and separating whales
from fish. But there is no good reason for supposing that this will generally
happen when finding differences in some sense ‘inside’ the systems studied and
plenty of reason for thinking the opposite. The fact that the relations between
generalizations at different scales won’t involve neat nesting means that no scale
automatically gets to be the one against which others are fragmented. Good
generalizations at any scale deserve the same scientific respect, consistent with
the PPC.

Note finally that the functionalism promoted by Fodor (like Davidson’s
anomalism) is committed to the token identity of special science and physical
events (or property instantiations, etc.). We've already indicated our endorsement
of some Nagelian reasons for caution about endorsing identity claims between the
referents of different theories. Later, in Chapter 4, we argue that ontology should
be understood as scale-relative, presenting a further barrier to identifications. We
note here that disputes over whether the identities are, or have to be, or can’t be,
event identities, thing identities, property identities, and so on, are all from our
point of view distractions. On our structural realist metaphysic (see Chapters 2
and 3), neither things, nor properties, nor events turn out to be ontologically
fundamental, meaning that by the lights of Fodor and others we hollow out (so
to speak) the notion of a (natural) kind (see 5.6). Further, there is room in our
view only for a very limited notion of material identity.

The upshot of all this is that while we are not type reductionists, and agree
that the multiple realization argument tells against that doctrine, we are also not
proponents of the sorts of non-reductive physicalism (involving token identity
and/or local supervenience) paradigmatically associated with the rejection of type
reductionism.

49 The cross-classification of regularities at different scales being described here has sometimes
been called ‘multiple supervenience’ (for example, Gasper 1992, Meyering 2000). The reasons
for our wariness of endorsing even token identities prohibit our endorsing most supervenience
theses, so we eschew that label. Our view (see Chapter 4) is very tolerant of cross-classifying
regularities, though.

50 “We could be made of Swiss cheese and it wouldn’t matter’ (Putnam 1975b, 291).
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Core-sense reductions are also sometimes called ‘ontological reductions’.>! Since
the expression ‘ontological reduction’ is also used in other settings, we have
adopted ‘core-sense’ reductionism from Melnyk (2003), who defines core-sense
reductionism as follows:

(CR) All nomic special- and honorary-scientific facts, and all positive non-nomic special-
and honorary-scientific facts, have an explanation that appeals only to (i) physical facts
and (ii) necessary (i.e. non-contingent) truths. (Melnyk 2003, 83)

According to Melnyk, an ‘honorary scientific fact’ is a fact of an honorary
science like folk psychology and folk physics. (Melnyk is not here defending
philosophy of domesticated science, but trying to leave a door open for truths
onto which the folk may have happened. See Melnyk 2003, 32n.) Nomic
facts support counterfactuals, while non-nomic ones are to be understood as
tokenings. Positive facts exclude absences and other negative facts. For the
purposes of a reduction in the core sense, the physical facts can include non-
nomic facts, including initial conditions. Finally the ‘having’ of the explanation
is ‘in principle’ rather than in practice, although Melnyk thinks there is sufficient
evidence (see Chapters 5 and 6 of Melnyk 2003) for the claim that there are
indeed such explanations.

The basic idea behind CR is that science (Melnyk argues on the basis
of many detailed real scientific examples) motivates realization physicalism
(as defined in the previous section). Melnyk’s realizationism explicitly lacks
commitment to the identity of special science tokens with physical tokens. In
fact Melnyk is careful to distinguish ‘retentive’ realizationism (where tokens
of special science types are not ultimately ontologically replaced) from non-
retentive forms, and argues that realization physicalism will turn out to be
retentive just in case, and to the extent that, functional types realized by actual
physical tokens turn out to be identical to special science types (Melnyk 2003,
32-48).

The fact that the explanations referred to in the definition of core-sense
reductionism can include non-nomic facts, including initial conditions, shows
that Melnyk’s thesis is weaker than type reductionism. Because reduction relations
need not track decomposition relations, it is also weaker than micro-reductionism
(Melnyk 2003, 29-30). Furthermore, because it is a strictly empirical matter
what material identities, if any, obtain between functional types (and tokens of
those types) and their realizers, core-sense reductionism is metaphysically more
modest even than some anti-reductionisms which include a general commitment
to token identity (Melnyk 2003, 32-48).

It is still, though, not weak enough for us, and explaining why will further
clarify our relationship to physicalism as promised in the previous section. We

51 ‘Physicalism as I have characterized it is a reductionist thesis. However, it is reductionist in an
ontological sense, not as a thesis that all statements can be translated into statements about physical
particles and so on’ (Smart 1989, 81, his emphasis).
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do not deny that core-sense reductionism may be true. It is PNC-compatibly
motivated. But it involves a commitment stronger than the PPC. In cases
where it isn’t clear whether or not a special science is contradicting physics
the metaphysician following the PPC keeps her peace, while the one persuaded
of CR is committed to there being an explanation of the special science fact
by physical facts and laws. In Chapter 3, we entertain a resolution to the
measurement problem in quantum mechanics that involves denying that a
measurement apparatus has a fundamental-physical description, from which
the absence of a CR-style explanation follows. If this is right, it reflects a
general fact concerning the relationship between fundamental-physical tokens
and special-science tokens, namely that no special-science tokens will have
fundamental-physical descriptions. If this is the case, and if the explanations
expected by the advocate of CR require physical descriptions of special science
tokens, then our view would turn out to be incompatible with CR. Melnyk doubts
that commitment to this requirement is necessary for realization physicalism being
truly a kind of physicalism; we’re not sure about this. But at this point the question
of whether, if we can be reconciled to CR, we can also be ontological physicalists
of one sort after all, turns purely semantic.
We end our discussion of reductionism with a cautionary note from Nagel:

both successful and unsuccessful attempts at reduction have been occasions for compre-
hensive philosophical reinterpretations of the import and nature of physical science...
These interpretations are in the main highly dubious because they are commonly under-
taken with little appreciation for the conditions that must be fulfilled if a successful
reduction is to be achieved. (Nagel 1961, 338)

1.6 FUNDAMENTAL AND OTHER LEVELS

We seek an ontological model according to which science is unifiable, and which
explains the basis for such unity as it can produce. This, we claim, is the point of
naturalistic metaphysics. At one level of description, the goal of unity of science
will be approached through the incremental filling in of networks of Nagelian
reductions—which, as we have just argued, carry no implications to the effect
that we should expect micro-reductions or type reductions. On the contrary, the
PNC leads us to scepticism about these kinds of putative reductions, for reasons
to come in the next four chapters.

Nevertheless, enumeration of such Nagel-type inter-theoretic relations as have
been justified at any given time don’t exhaust what can be said about the unity
of science. This is because Nagelian reductions are far from equally antecedently
probable between any two scientific theories chosen randomly with respect to their
domains. For example, there are interesting relationships between microeconomic
generalizations and neuroscientific generalizations (Glimcher 2003, Ross 2005,
ch. 8), but it is unlikely that there are interesting Nagelian relations between
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macroeconomic generalizations and chemical generalizations. (There may of
course be lessons from one for the other about how to use mathematical tools.)
These asymmetries in the relationships among the domains of the sciences look
like features of the structure of the world. But we think that attempts to offer
generalizations about these asymmetries in terms of micro-reduction and type
reduction are forlorn, in the first case because, after a few promising starts, the
attempts ceased to be supported by the course of science, and in the second case
because the attempts never were supported by science. This book is an effort to
justify generalizations about the wide-scope metaphysical structure of the world
that does not rely on any of the intuitions underlying micro-reductionism or
type reductionism.

Of special importance among these intuitions we will deny is that world comes
in ‘levels’. Contemporary science, we argue, gives no interesting content to this
metaphor, and so a metaphysics built according to the PNC should not reflect
it.52 We are not the only philosophers who are lately denying widespread aspects
of micro-reductionism. We here mention two philosophers in particular who
share aspects of our anti-micro-reductionist metaphysics, partly just to orient the
reader in the literature, but mainly to help explain our position by contrasting it
with others that look at least superficially similar.

The first of these philosophers is Jonathan Schaffer. Schaffer (2003) argues
specifically against the view he calls ‘fundamentalism’, that is, the thesis that
science suggests the structure of the world to have a definite bottom level. Such
a bottom level has been generally supposed to be physical, atomic, and provide
a base for universal mereology and/or supervenience. This does duty in the
formulation and development of arguments for a variety of related metaphysical
theses:

[TThe physicalist claims that microphysical theory (or some future extension thereof)
describes the fundamental level of reality on which all else supervenes; the Humean claims
that all supervenes on the distribution of local, fundamental qualities in spacetime; the
epiphenomenalist claims that all causal powers inhere at the fundamental level; and the
atomist claims that there are no macroentities at all but only fundamental entities in
various arrangements. (498)

Schaffer notes that ‘the central connotation of the “levels” metaphor is that of
(a) a mereological structure, ordered by the part—whole relation’. Then

The peripheral connotations of ‘levels’ include those of (b) a supervenience structure,
ordered by asymmetric dependencies; (c) a realization structure, ordered by functional
relations; and (d) a nomological structure, ordered by one-way bridge principles between

52 Levels are sometimes supposed to be reflected in the division of science into disciplines, but
note that, rather than a neat hierarchy, there is a good deal of overlap between the domains of, for
example, chemistry and biology, or economics and psychology. John Heil (2003) also rejects the
idea of levels of reality though not on naturalistic grounds.
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families of lawfully interrelated properties. Those who speak of levels typically suppose
that most if not all of these connotations comport. (ibid. 500)

Schaffer attacks the central connotation by arguing that current physics does
not offer good evidence that mereological atomism is true. In Chapter 3 below,
we will strengthen this PNC-compatible argument, providing evidence that
according to current fundamental physics mereological atomism is false. At
various points we will also give independent arguments, based on science, against
(b) and (d).53

Schaffer then argues that even if mereological atomism is denied, physi-
calism (in his sense), Humeanism, epiphenomalism, and atomism all depend
on the idea that there is a bottom level to nature, even if it isn’t a bunch
of atoms. (Perhaps, following Poland (1994), it’s a set of physical attributes
rather than objects.) Schaffer doubts there are sound scientific reasons for
believing in such a level. In Chapter 3, we provide much more evidence
for this doubt. Finally, Schaffer asks whether there might only be a lowest
supervenience base, below which there are infinitely descending mereologi-
cal divisions that introduce no new classifications. He adduces no scientific
evidence against this picture. It, he maintains, would continue to exclude epiphe-
nomenalism and atomism, but would readmit physicalism and Humeanism as
possibilities.

We agree with Schaffer about what there isn’t, and that it’s science that
establishes the various negative cases. On the other hand, he differs from us
in accepting the levels metaphor itself. Because we deny that metaphor, when
we wonder about ‘fundamental’ physics, we don’t take ourselves to be asking
about a putative physical ‘bottom’ to reality. Instead, as we explained in 1.4,
by ‘fundamental’ physics we will refer to that part of physics about which
measurements taken anywhere in the universe carry information.

The second partial ally we will mention here is Andreus Hiittemann,
who argues against a view he calls ‘microphysicalism’ (2004). This is the
view that properties of the components of processes and systems determine,
govern, and causally exclude the macroproperties at the whole-process or
whole-system level. Determination is a modal relation between some set of
explanans and an explanandum. Microdetermination of process or system
properties obtains if, given some particular set of microproperties, speci-
fied macroproperties obtain necessarily. General microdetermination follows
if strong local supervenience holds in general. This does not imply that
microdetermination is generally false if strong local supervenience is denied
as holding in general; but denial of general strong local supervenience knocks
out the main motivation for expecting general microdetermination to hold.
Microgovernance holds if the laws generalizing micro-level relationships are

53 We offer no direct arguments, as far as we can tell, against (c). Furthermore, Melnyk’s (2003)
version of ontological physicalism, discussed above, disassociates (c) from (a) and (b), but not (d).
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sufficient conditions for all laws generalizing macro-relations but not vice
versa. Microgovernance typically features as a premise in arguments for micro-
causal exclusion, the thesis referred to by Schaffer above as ‘epiphenomenal-
ism’.

Hiittemann rejects each of microdetermination, microgovernance and micro-
causal exclusion for specific reasons (and thus rejects the microphysicalist thesis
they collectively constitute). We of course agree with his conclusion. However,
an important premise in each of his three general arguments is that in cases
of compound processes and systems, macroproperty relations make disposi-
tions manifest, whereas dispositions of microcomponents are merely inferred or
posited for purposes of explanation. This premise reflects a view Hiittemann
shares with Nancy Cartwright (1989 and elsewhere) to the effect that what
science aims to discover are neither Humean regularities nor modal structures
of reality, but causal capacities (or ‘Aristotelian natures’, as Cartwright (1992)
calls them) of types of things. This view is sharply at odds with the general
one we will defend, and undergirds a thesis to the effect that both science and
the world itself are strongly disunified (and, in the case of science, not unifiable
if one values wide scope of application). We will criticize different aspects of
this thesis in later chapters. For now, we simply note Hiittemann’s work as
leading to an important part of our core conclusion, but by means of arguments
that differ substantially from those we will give. Hiittemann, like Schaffer but
unlike us, does not question the general adequacy of the levels metaphor. As
a result, he now thinks (Papineau and Hiittemann 2005) that his arguments
against part/whole microdetermination do not apply against microdetermination
of higher levels by lower ones. His view is in this respect much more conservative
than ours.

In denying ‘levels physicalism’ we will appear to convict ourselves, according to
Papineau and Hiittemann, of endorsing what the latter (2004, 44—7) identifies
as C. D. Broad’s (1925) notion of emergence. One is an emergentist in Broad’s
sense, according to Hiittemann, just in case one holds that there is behaviour
of some complex systems that is not determined by the behaviour of parts of
the systems in question. Hiittemann denies that examples of chaotic systems
and systems that undergo phase transitions, with which enthusiastic popular
and Santa Fe Institute-inspired literature lately abounds, are instances of such
emergence, since the inability of finite observers such as people to be able to predict
macro-behaviour on the basis of micro-behaviour does not imply metaphysical
failure of determination. We agree with him about this; our basis for denial of
‘levels physicalism’ in Chapter 3 will not be based on these sorts of cases. For
this reason, we reject the suggestion that denial of ‘levels physicalism’ implies
a doctrine that deserves to be called ‘emergentism’. This doctrine warrants its
name because it holds that ‘higher’ levels of organization ‘emerge’ indeterminably
out of ‘lower’ level ones and then causally feed back ‘downward’. Our position,
denying that science suggests the world to be structured into levels at all, calls a
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pox on both houses in this dispute.>* We and Hiittemann agree that quantum
entanglement, a phenomenon that is important to our argument, implies failure
of determination of the states of compounds from states of parts. (An analogous
point can be made about General Relativity.) But here, because of his continuing
allegiance to the levels metaphor, Hiittemann (2004, 52) is pleased to talk of
‘emergence’ whereas we never are.

What we aim to do in this book is displace the micro/macro distinction,
whether conceived in terms of wholes and parts or in terms of higher and lower
levels, by a new way of drawing the distinction between fundamental physics
and special sciences. We carefully say ‘displace’ rather than ‘replace’. We don’t
claim that our new distinction can do every philosophical job the old one did.
Rather, we claim that many of the jobs to which the old distinction has been
put are not worth doing, or are even destructive. We take on one traditional
job—furnishing a basis for the synchronic and diachronic unity of science—as
the central one, and argue that our distinction is better for it. Since we insist
that, for naturalists, that is the only self-ratifying job there is for metaphysics, all
other chips on the philosopher’s table must then be allowed to fall as they will
over the course of the inquiry.

1.7 STANCES, NORMS, AND DOCTRINES

Schaffer and Hiittemann may not go as far as we do in denying ‘the hierarchical
picture of the world as stratified into levels’ (Schaffer 2003, 498). However,
we take some heart from the fact that as we set out to try to convince readers
that the familiar picture needs drastic revision in order to keep abreast of
science, at least a few other philosophers have taken steps down the same
path. We turn to another fellow inquirer, and disturber of philosophers’ peace
of mind, whose critical attitude we seck to emulate in a broader sense. We
have said harsh things about much—indeed, by implication, most—current
metaphysics in this chapter. We see no point in mincing words: it seems to
us to be just ridiculous when philosophers look up from their desks and tell
us that while sitting there and concentrating they’ve discovered (usually all by
themselves) facts about the nature of the world that compete with the fruits of
ingenious experimentation conducted under competitive pressure and organized
by complex institutional processes. The individual philosophers are generally
not crazy; but quirks in the history and structure of the modern academy have
encouraged crazy activity and hidden its absurdity. A prominent philosopher of

54 That said, let us note that the respective rhetorical standings of the two ways of expressing
muddled philosophy differ, just as a result of cultural history. When a scientist refers to levels of
reality she is merely declining to get involved in certain philosophical disputes. When someone
pronounces for downward causation they are in opposition to science.
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science who has recently said the same thing, though more graciously, is Bas van
Fraassen (2002).55 He reminds us of the vastness of the gulf between metaphysics
and science that is concealed by common assertoric and citation-studded formal
presentation.

For the scientist, every mistake she makes risks being exposed as clearly a
mistake, either by someone’s experiment or by mathematical demonstration.
She knows this as she works. Knowing also that she is sure to make mistakes,
she simultaneously reduces her responsibility and establishes an early-warning
system against error by joining a team. (Bear in mind that she mainly joins a
team for other reasons: science requires specialization of labour in experimental
design, control, and analysis, and lone individuals will seldom be entrusted with
the resources necessary for isolating and interrogating important parts of the
wotld.) Very important here, as van Fraassen stresses, is that the scientist is not
a monomaniac with respect to goals. She seeks truth, to some extent; but all that
should be meant by this is that she must be careful never to report, as sincerely
held beliefs about her domain, claims that she thinks are merely hunches; and
that she must exercise responsibility in deciding when some approximation or
idealization is too instrumental to be announced with a po face. (Again, her sub-
ordination of her judgement to that of her team, not individual moral heroism,
does almost all the work here in normal circumstances.) In any event, it in no way
diminishes the idea that science is our society’s primary source of truth to remind
ourselves that scientists don’t treat truth as their proximate target. What they
mainly aim for is that their contributions be important, to policy or commerce
or practical know-how. Importance may be a highly inexact and multifariously
realizable goal. But scientists generally know when they’ve achieved it one way
or another and when they haven’t; citation indices actually measure it quite
reliably.

By contrast, van Fraassen points out, in metaphysics there is no goal but true
belief itself. It is problematic, to say the least, that the metaphysician has no
test for the truth of her beliefs except that other metaphysicians can’t think of
obviously superior alternative beliefs. (They can always think of possibly superior
ones, in profusion.) In fact, every metaphysician not in the grip of bad faith
should know that her favourite professional opinions are almost certainly not
true; this is awkward when truth is all she has to work for.

The key consequence of this difference that van Fraassen emphasizes is as
follows. When we discover that scientific theories are not exactly true, this
should occasion no deep angst or regret; scientific theories have multiple possible
sources of value which they had to demonstrate to have ever attracted significant
investment in the first place. It is much less obvious that a false metaphysical
theory is good for anything. But since all metaphysical theories are false ...

55 All references to van Fraassen in the rest of this section are to his (2002).



Don Ross, James Ladyman, and David Spurrett 59

Note that the metaphysician is the last person who can hide behind an
instrumentalism of good works (‘well, it’s false, but it comforted us all for
awhile’) here. Van Fraassen makes the point vivid:

Consider the real history of Newton’s physics, compared to what might have been the
history of Cartesian dualism. Newton’s physics reigned dominant for two hundred years.
It gave us false beliefs but many benefits. I don’t think anyone will say ‘Tt would have
been better if Newton had never lived!” Imagine that Cartesian dualism had not been
so conclusively rejected by the late seventeenth century but had also reigned for two
hundred years. Would we say that the false beliefs that metaphysics gave us had been but
a small price to pay for the ease and intuitive appeal felt in its explanation of the human
condition? (16—17)

On top of all this, van Fraassen demonstrates the special discomfort that must
be faced by the metaphysician who aims at naturalism.56 A non-naturalistic
metaphysician might be able to sincerely think that her intuitive insights certify
their own truth (typically because, in part, there is a kind of ‘truth’ that she thinks
transcends the grubby everyday sort we hope to get from science). But among
the views that typically incline a philosopher to naturalism is the conviction
that there are no secure foundations for knowledge. Van Fraassen associates
this problem especially with empiricism, but even those philosophers who call
themselves realists agree, these days, that even if they can know a priori that
‘tiger’ denotes all and only tigers in all possible worlds, the part of knowledge,
even philosophical knowledge, that really matters is based on fallible processes.

In fact, no naturalistic philosopher in good faith can now deny that for any of
the well-established philosophical ‘isms’ compatible with naturalism, the simple
truth of that ism cannot plausibly be asserted. Van Fraassen puts it thus. ‘For each
philosophical position X there exists a statement X+ such that to have (or take)
position X is to believe (or decide to believe) that X+.” Call X+ ‘the dogma or
doctrine of position X. Then the naturalistic philosopher who generally conducts
her specific philosophical exercises by reasoning in accord with the principles
of position X cannot take X+ to be literally true, for each X, unless she is in
bad faith (40-6).57 Therefore, if it is possible to do philosophy in good faith, ‘a
philosophical position need not consist in holding a dogma or doctrine’ (46).

If philosophical positions should not be doctrines, what can they be instead?
Van Fraassen suggests that we conceive of them as ‘stances”:

A philosophical position can consist in something other than a belief in what the world
is like. We can, for example, take the empiricist’s attitude toward science rather than
his or her beliefs about it as the more crucial characteristic ... A philosophical position
can consist in a stance (attitude, commitment, approach, a cluster of such—possibly

56 Van Fraassen uses ‘naturalism’ and ‘materialism’ interchangeably. See below for critical
discussion of his reasons.

57 We have put the point in somewhat stronger terms than van Fraassen does. We're confident
that he’d endorse this way of putting it, however.



60 In Defence of Scientism

including some propositional attitudes such as beliefs as well). Such a stance can of course
be expressed ... but cannot be simply equated with having beliefs or making assertions
about what there is. (47-8)

One fully grasps the idea of a stance only after being given an example or two,
but first note that to take the view that a sound philosophical position is a stance
rather than a doctrine is to adopt an anti-metaphysical attitude in one sense. Let
us say that someone endorses ‘strong metaphysics’ if she assents to the claim that
it is (practically) possible for a person to set out to cultivate non-trivial doctrinal
beliefs about the structure of the world that go beyond what the sciences tell us
or imply, and then come to have a preponderance of true such beliefs relative
to false such beliefs because of the activity of cultivating them. (We formulate
things this way so as not to be troubled by ‘broken clock’ phenomena; perhaps
i’s probable that there are some people out there whose metaphysical beliefs are
mainly true by sheer good luck, merely because there are so many people.) Then
the considerations raised by van Fraassen that we have been reviewing should lead
us to be sceptical about the value of strong metaphysics. (The reader will surmise
that we are working up to the announcement of some less blighted programme
for ‘weak metaphysics’.) To agree with van Fraassen that philosophical positions
ought to be stances rather than doctrines is to suppose that there is value in some
philosophy, somehow conceived, but not in strong metaphysics.

We endorse van Fraassen’s opinion that sound (general) philosophical positions
should be stances. This at once raises the question for us, what is our stance? And
then we add that our project here is to be an exercise in naturalistic metaphysics.
How do we reconcile this ambition with the scepticism about strong metaphysics
we have just said we share with van Fraassen?

The answer to the second question will follow swiftly from our answer to the
first one. We will approach it by first reviewing the two explicit descriptions of
rival stances, the ‘empiricist stance’ and the ‘materialist stance’ that van Fraassen
provides. We will identify our own stance by reference to these. In this procedure
we follow van Fraassen’s meta-advice:

Besides the theses on which the day’s materialists take their stand, and which vary with
time, there is also such a thing as ‘the spirit of materialism’ which never dies. False
consciousness can be avoided in two ways:

(1) the philosopher may lack that spirit and be genuinely concerned solely with certain
definite factual questions about what there is.
or

(2) the philosopher may have the spirit and not confuse its expression with any particular
view of what the world is like.

The latter, however, may never yet have been instantiated among philosophers.

Nevertheless, the second option is the really interesting one and similar to the one
I would favour for any attempt to continue the empiricist tradition. The problem for
materialists will then be to identify the true materialist stance and for the empiricist to
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identify the true empiricist stance (or the spectrum of true empiricist stances). Being or
becoming an empiricist will then be similar or analogous to conversion to a cause, a
religion, an ideology, to capitalism or to socialism, to a worldview ... (60—1)

It will be obvious from the above that van Fraassen does not claim to have
himself fully worked out what these stances are. But it seems that the idea of a
fully worked out stance is a will-o-the-wisp anyway; one begins by approximately
targeting the stances and from there follows the never-to-be-completed activity
of elaborating— by discovering— their details. So let us begin with van Fraassen’s
approximate targets.

Philosophers who adopt the empiricist stance, according to van Fraassen,
emphasize the following attitudes. First, they hold that philosophy should
emulate the norms of anti-dogmatism characteristic of science. No hypothesis
should be ruled out of consideration come what may. (This, as van Fraassen
argues, is why empiricists can’t assert as their doctrine that no knowledge can arise
from pure intuition or that all knowledge arises from observation; the doctrine
refutes itself as doctrinal, and the empirical szance rules out the coherence of
an empiricist dogma.) As in science, so in philosophy every proposal should be
considered as seriously as the evidence and arguments for it warrant. This is the
positive part of the empiricist stance. The negative part is a more specific sort of
resistance to metaphysics than the generic anti-metaphysical attitude described
above that favours stances over doctrines to begin with. This resistance manifests
itself in tendencies for:

(a) ... rejection ... of demands for explanation at certain crucial points
And
(b) ...strong dissatisfaction with explanations (even if called for) that proceed by

postulation (37).

Van Fraassen reviews the main historical philosophers who have been regarded
as exemplary empiricists, or who have been regarded as moving philosophy in
empiricist directions relative to the state in which they found it (for example,
Aristotle after Plato), and argues that we find nothing general in common among
them at the level of doctrine; all, however, can be found ‘rebelling’ against ‘overly’
metaphysical tendencies by reference to the elements of the empiricist stance.
The strong dissatisfaction with neo-scholasticism we expressed in 1.1 and 1.2
are evidently manifestations of empiricist rebellion. We admire science to the
point of frank scientism. As with van Fraassen’s leading empiricist examples, what
most impresses us about science is not its results— marvellous though these have
been—but the way in which its institutional organization selects for rationality
and collective epistemic progress in the activities of a species that seems, in its
more natural institutional settings, strongly disposed to superstition and fearful
conservatism. Our verificationism, like all versions of that, is promoted as a bar
against seeking explanation where we have good reasons to doubt that it promises
anything but temporary psychological satisfaction at the expense of truth. In
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particular, we deny that there is value to be had in philosophers postulating
explananda, without empirical constraint, on grounds that these would make
various putative explanans feel less mysterious if they prevailed.

It seems, then, that by van Fraassen’s lights we must be empiricists, despite
the fact that in defending objective modality we apparently violate a standard
empiricist doctrine.>8 After all, we evince every aspect of the empiricist stance,
and that, according to him, is necessary and sufficient for being an empiricist.
But before we simply announce our membership in the empiricist brigades,
thanking van Fraassen for the doctrinal freedom his ‘stance stance’ allows us
to plunder as we like from the realist warehouse, consider the rival stance he
identifies.

He calls this the ‘materialist stance’. Here is his account of it:

[M]aterialism ... is not identifiable with a theory about what there is but only with an
attitude or cluster of attitudes. These attitudes include strong deference to the current
content of science in matters of opinion about what there is. They include also an
inclination (and perhaps a commitment, at least an intention) to accept (approximative)
completeness claims for science as actually constituted at any given time. (59)

Reading van Fraassen is like consulting a sophisticated caster of horoscopes, for
this describes us to a T also. Yet according to him the great tension in the history
of (secular) western philosophy is between the empiricist and the materialist
stances. Let us reiterate words we quoted above: “The problem for materialists
will then be to identify the true materialist stance and for the empiricist to
identify the true empiricist stance’; this is van Fraassen articulating his hopes for
the best possible fisture for philosophy. Are we then schizophrenic, advocating
both stances at once? Or do we embody the resolution of philosophy’s long
struggle? Perhaps we are instances of a Hegelian stance.

It is noteworthy that van Fraassen calls the second stance ‘materialism’
and equates it with ‘naturalism’. Why? The philosophers he has in mind as
exemplifying the materialist tradition—Holbach, Laplace, Quine, Lewis—all
maintained that everything is physical. This they took as meaning the same
thing as ‘natural’ (so that the supernatural is what some confused people imagine
to exist extramaterially—so much for Hegel after all). However, van Fraassen
argues, across the whole tradition of materialism ‘physical’ means nothing more
than ‘whatever physicists endorse’. In the eighteenth and nineteenth centuries
this correlated with ‘composed out of matter’; but as physics moved beyond this
restriction, materialist philosophers could and would follow it loyally. That is no
doubt what van Fraassen will suggest we are doing when we insist that naturalists
should drop their commitments to atomism and, indeed (as we will argue in

58 In Chapter 2 we discuss at length the relationship between constructive empiricism and the
philosophy of modality. It turns out that, surprisingly, van Fraassen does not regard belief in
objective modality as antithetical to his empiricism.
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Chapters 2 and 3), to substantivalism altogether in the name of allegiance to
physics.

So we really are, in detail, both perfect empiricists and perfect materialists
according to van Fraassen’s criteria. Note that this cannot be diagnosed as
implying doctrinal self-contradiction, for that is a charge that is inappropriate to
stances.

Well, then, let us own up to being materialist Hegelians.>® To start to see the
basis for synthesis between the empiricist and macerialist stances, let us attend
to the critical feature they have in common. Both demand that philosophy
fashion its style of inquiry after the example of science. Empiricists emphasize
the fallibilism and tolerance of novel hypotheses they find in science. Materialists
emphasize scientific reluctance to take ‘spooky’ processes seriously. Both of these
really are perennial aspects of the history of science, so scientistic philosophers
of both stances come by them naturally. Thus, might the source of (secular)
philosophical tension lie within science itself? The two aspects indeed look to
be awkwardly related: the tendency celebrated by the empiricists wants to let
a hundred flowers bloom and the tendency celebrated by materialists wants to
stomp on some it regards as weeds.

This tension in science has surely been productive. Scientific institutions
are hyper-conservative about taking novelty seriously, as a result of which
science (unlike philosophy) stays on an equilibrium path.® And then this
very conservatism, by ensuring that the few novelties that get through the
institutional filters are extremely rigorously selected and robust, produces an
engine for continuous epistemic and cultural renovation in societies that take
science seriously. Perhaps, then, philosophy in aiming to emulate science should
welcome incorporation of this tension in itself, if only it can do so without being
foolishly incoherent.

Verificationism, we suggest, is exactly the principle that pulls this off. That it
does so, we believe, has been obscured for almost a century by the fact that the
logical positivists and logical empiricists associated it with a very special theory
of perceptual belief and of putative differences between this and other kinds of
belief.61 This is precisely the aspect of the last century’s philosophy that, we
respectfully submit, van Fraassen has not shaken off; so perhaps it is unsurprising
he may have a blind spot exactly here. We think it salutary to remind readers,
as we did in 1.2, that verificationism did not originate with and is not special to
the logical positivists and empiricists. We find it in Peirce, as we have discussed,

59 We have heard that before to come to mention it. But this book will contain no dodgy
economics.

60 We mean by this what economists do. The idea is that although scientific progress is far
from smooth and linear, it never simply oscillates or goes backwards. Every scientific development
influences future science, and it never repeats itself.

61 As noted in 1.2, the positivists also mistakenly took verificationism to be a theory of meaning.
This is an error van Fraassen does not share with them.
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and (though not of course by name) in Hume. It is revealing to ask oneself, in
light of van Fraassen’s labels for the stances: who is generally regarded in histories
of philosophy as the prototypical strong naturalist among great philosophers?
The answer is of course Hume. His Christian contemporaries denounced him
as a materialist, not without grounds. Yet he is simultaneously regarded as the
prototypical empiricist.

Our diagnosis of the fact that Hume can be the poster philosopher for
both of van Fraassen’s stances is that he was the first philosopher who made
verificationism his core commitment. When Hume argues that it is never rational
to take reports of miracles seriously, this isn’t because God is held to transmit
his agency by means other than knocking bits of matter into other bits; it
is because God as a putative part of the world simultaneously transcends (by
hypothesis) the domain we have procedures for systematically testing. (Remember
that, in Hume’s Inquiry, the conclusion against miracles serves as an essential
premise in his subsequent argument for atheism—it doesn’t go the other way
around.)

It is evident from the later parts of van Fraassen (2002) that he thinks empiri-
cism is open to accommodation with the non-secular in a way that materialism
is not. This may be among the factors that he thinks recommends empiricism.
By contrast, we do not think that science ought to try to accommodate the
religious impulse2—on this point too we echo Hume. The empiricist and the
materialist (or naturalist) stances synthesize when they each add a pro-attitude
toward verificationist limits. The empiricist then continues to endorse tolerance,
but within the limits of what is verifiable; for the materialist, verificationism
is the way to keep order without resorting to the dogmatism of the ideological
conservative.

Let us call the synthesized empiricist and materialist—and resolutely secular-
ist—stances the scientistic stance. (We choose this word in full awareness that it
is usually offered as a term of abuse.) Its compatibility with van Fraassen’s more
general ‘stance stance’ is not merely rhetorical. Our fundamental principles are
not propositional doctrines: both the PNC and the PPC are explicitly norms.
They are not, of course, arbitrary norms; we motivate them as descriptively
manifest in scientific practice. But a person who finds science unimpressive,
or demeaning (think of Coleridge or Wordsworth), or Faustian, will have no
reason at all to be persuaded by this book. This does not mean we have nothing
to discuss with such people; their resistance to science, which must be quite
thoroughgoing if it is not to be unprincipled, will confront them with serious
policy problems in the management of social affairs, and we will want to press
them as hard as possible on these. But we would not try to convert them with
metaphysics, for van Fraassen is right that that would require strong metaphysics,
and strong metaphysics can’t get off the ground.

62 See Dennett (20006) for careful argument to this effect.
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Within the context of our scientistic stance, we will defend various propositions
that will have the grammatical form of saying what there is. These should be
understood not as doctrines but as proposed provisional commitments for living
out the stance. Such living requires, most importantly of all, paying close
attention to the actual progress of science. It might be thought surprising that
there could be people who embrace the scientistic stance in all outward respects
but then don’t seem to bother to follow science closely; yet neo-scholastic pseudo-
naturalistic philosophers such as those we criticized fit exactly this description.
Most of our argument to come will not be with them, except by example. We
will instead concern ourselves mainly with genuine students of science—not
least van Fraassen himself—as they try to work out how to live the scientistic
stance in detail.

Our discussion will therefore be rooted much more closely in the philosophy
of science than in the metaphysics literature properly so called. Some contributors
to the latter might say that our book is not really about metaphysics at all, and
that in this section we have supplied them with grounds for this claim: there is a
kind of metaphysics, strong metaphysics, which we join van Fraassen in refusing
to regard as well motivated. By ‘metaphysics’ we mean something more limited
and carefully constrained. We refer to the articulation of a unified world-view
derived from the details of scientific research. We call this (weak) metaphysics
because it is not an activity that has a specialized science of its own. In case
someone wants to declare our usage here eccentric or presumptuous, we remind
them that we share it with Aristotle.

Does our weak metaphysic not necessarily share one feature with strong
metaphysics, and one equally vulnerable to van Fraassen’s criticism? Is not the
only virtue we can claim for it that we purport it to be true? But then if, as we
claim, it is derived from the details of current science, must we not admit it to
be false, since we can expect current science to be overthrown by future science?
Here we encounter a disagreement between us and van Fraassen (and many
others) at the level of the philosophy of science, rather than meta-philosophy or
metaphysics. We are not persuaded that the history of science is most persuasively
presented as a history of revolutions in which theories are repeatedly routed by
successors and found to be false. There is, we think, a defensible basis for joining
the logical positivists in viewing the history of science as a history of progressive
accumulation of knowledge. As we will see, presentation of this picture cannot
be separated from the second-order, stance-relative metaphysics in which we are
engaged: our philosophy of science and our scientistic metaphysics reciprocally
support each other.



2

Scientific Realism, Constructive Empiricism,
and Structuralism

James Ladyman and Don Ross

So far we have described a strong form of naturalism in metaphysical methodolo-
gy, and promised to demonstrate the advantages of our metaphysics by reference
to problems in the philosophy of science. In this chapter, we will begin the
construction of our metaphysics by arguing that a form of structural realism
is motivated by reflection on issues that arise in two different domains that
have been the subject of intense scrutiny during recent decades. These are: first,
problems from the history of science about the abandonment of ontological
commitments as old theories are replaced by more empirically adequate ones;
and secondly, questions arising from the debate between scientific realists and
constructive empiricists about what really is at stake between them, and about the
inadequacies of constructive empiricism. We also argue that the so-called ‘seman-
tic’ or ‘model-theoretic’ understanding of the nature of scientific representation
fits very well with the kind of structural realism we advocate.

The structure of our argument is dialectical. It should be evident from
Chapter 1 why we favour this approach over strictly analytic argumentation
as a way of discovering the contents of our scientistic stance. Our (weak)
metaphysical view is an aspect of our understanding of science. We do not gain
superior understanding of science by discerning first principles or conceptual
truths and then constructing syllogisms. Rather, one metaphysical proposal
constructed in accordance with the PNC is to be preferred to another to the
extent that the first unifies more of current science in a more enlightening way.
Thus defending a metaphysical proposal is necessarily an exercise in comparison.
Degree of consilience, the property a PNC-compatible metaphysics should aim to
optimize, is a comparative property of a whole theory and cannot be determined
just by analysing the detailed implications of its parts. This of course does not
mean that analytic arguments are not important to elements of the comparative
evaluations. Theories have the good or bad properties they do in large part
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because of what is implied by various specific claims they motivate. The reader
will thus find plenty of arguments ahead. Our point here is to explain why
these will occur in the context of a kind of narrative, wherein we converge
on our favoured position by presenting, comparing, criticizing, and adjusting
metaphysical proposals made by others, until we find we can improve no further
in light of the current state of scientific knowledge.

The dialectical narrative will pivot around van Fraassen’s engagement with
standard scientific realism. We take it that our remarks in the last section of the
previous chapter show why this is a natural approach for us. Our metaphysic is a
synthesis of constructive empiricism and scientific realism based on our broadly
Peircean verificationism. We aim to show that a view defended over several years
by one of us (Ladyman), ontic structural realism, just is such a synthesis. We
will do this by incrementally adjusting constructive empiricism and standard
scientific realism in the face of each other’s objections—at least, those objections
we can endorse on the basis of the PNC—until their residues form a consistent
mixture that is a form of ontic structural realism.

Structural realism was suggested by John Worrall (1989) to solve the problem
of theory change for scientific realism. Roughly speaking, structural realism
is the view that our best scientific theories describe the structure of reality,
where this is more than saving the phenomena, but less than providing a true
description of the natures of the unobservable entities that cause the phenomena.
Following subsequent developments and accounts of the history of structuralism
about science in the twentieth century, there are now a number of variants
of structural realism discussed in the literature. Ladyman (1998) argues that
they can be divided into epistemological and metaphysical varieties according to
how they depart from standard scientific realism, and introduces a distinction
between ‘ontic’ and ‘epistemic’ structural realism.! French’s and Ladyman’s
(2003a, 2003b) advocacy of ontic structural realism emphasizes the commitment
to objective modal structure to which Ladyman (1998) drew attention with
reference to a classification of forms of realism and empiricism due to Ron Giere
(1985, 83).

If structural realism (whether epistemic or ontic) is just a response to theory
change it is vulnerable to the charge that it is ad hoc. The view advocated here
escapes this concern by having multiple motivations, and by appeal to the virtue
of consilience in relation to a variety of problems in philosophy of science.
In the next chapter, we argue that our form of structural realism is motivated
by the metaphysical implications of our best current (including cutting-edge)
physics to the extent that it demonstrates consensus, and is compatible with all
currently serious theoretical options where there is not consensus. We add further

! For example, Esfeld (2004) is clearly addressing metaphysical issues, whereas Votsis (forth-
coming) is more concerned with epistemological ones. Psillos (2001) uses ‘eliminative structural
realism’, van Fraassen (2006) uses ‘radical structuralism’ for ontic structural realism.
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consilience in Chapters 4 and 5 when we introduce the theory of real patterns, in
combination with which the position defended here makes possible a plausible
account of laws, causation, and explanation, and of the relationship between the
special sciences and fundamental physics. According to our naturalism, this is
the only legitimate way of arguing for a speculative scientific metaphysic.

This chapter is organized as follows. First, in 2.1, we review the definition
of scientific realism, and the arguments for and against it, concluding that the
history of successful novel prediction science is the most compelling evidence
for some form of realism, but also (in 2.2) that the history of ontological
discontinuity across theory change makes standard scientific realism indefensible.
In 2.3, we introduce scientific structuralism, and then assess in detail van
Fraassen’s empiricism. We find much to agree with him about, including the
appropriateness of the semantic approach to scientific theories (which we outline
in 2.3.3), but we also argue that a commitment to objective modality is needed
to make his structuralist form of empiricism defensible. In 2.3.4 we introduce
some novel terminology we will make use of in the rest of the book, before
turning to the exposition of structural realism in 2.4. We argue against a purely
epistemic form of structural realism and conclude the chapter by introducing
ontic structural realism and preparing the ground for the further defence and
development of it in Chapter 3.

2.1 SCIENTIFIC REALISM

There is of course a good deal of controversy about how to define scientific
realism. We note later that van Fraassen defines it as a view about the aims of
science. He has dialectical reasons for characterizing it that way, but here we offer
a more standard epistemological definition according to which scientific realism
is the view that we ought to believe that our best current scientific theories
are approximately true, and that their central theoretical terms successfully refer
to the unobservable entities they posit. Hence, if the theories employ terms
that purport to refer to unobservable entities such as electrons, or gravitational
waves, then, realists say, we ought to believe that there really are such entities
having the properties and exhibiting the behaviour attributed to them.? For
many philosophers scientific realism is obvious and uncontroversial. Certainly,
for example, in debates about physicalism, reductionism, and supervenience in
the philosophy of mind, it is normally assumed by all parties that there are atoms,

2 There are complications of course. Scientific realism can be considered in terms of semantic,
metaphysical and epistemic components (see, for example, Psillos 1999, Ladyman 2002b, ch. 5).
Some philosophers adopt a pragmatic (or otherwise epistemically constrained) conception of truth
and defend belief in unobservables on that basis (see for example Ellis 1985). Van Fraassen’s
arguments are not directed against such views (1980, 4), but they may be vulnerable to other
antirealist arguments.
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molecules, ions, and so on; the question is whether that is all there is, or whether
there are emergent or causally autonomous entities and properties over and above
the physical stuff. Scientific explanations throughout the physical and the life
sciences make essential reference to unobservable entities such as electromagnetic
waves, nitrogen molecules, and gravitational fields. Hence, one might be forgiven
for thinking that there is no question that scientific realism is correct.

However, there are many arguments against scientific realism. Some are
perthaps merely philosophical, but some appeal to contingent facts about the
history of science and our best scientific theories. We are in some ways more
sceptical than van Fraassen, who argues only for the permissibility of agnosticism
about theoretical entities, and in this chapter we will argue that the arguments
from theory change compel us to relinquish standard scientific realism. Before
discussing them it is important for the consilience case that we are building that
we review the main argument in favour of scientific realism, since we will argue
that the form of non-standard realism about science that we recommend is also
supported by it.

2.1.1 The no-miracles argument

Ladyman (2002b, ch. 7) distinguishes between local and global appeals to
inference to the best explanation (IBE) to defend scientific realism. (Psillos 1999
marks a similar distinction using the terms ‘first-order’ and ‘second order’.) A local
defence of scientific realism appeals to a particular set of experimental facts and
their explanation in terms of some particular unobservable entities. Opponents
of scientific realism, such as van Fraassen, deny that the local defences of realism
about specific unobservables are compelling, arguing that they can in each case
be reinterpreted in pragmatic terms as inferences to the empirical adequacy of
the explanation in question, plus a commitment to continue theorizing with the
resources of the theory (see van Fraassen 1980). Hence, the debate shifts to
the global level where scientific realists argue that their philosophy of science is
needed to account for science, and its history of empirical success, as a whole.
This ‘ultimate’ argument for scientific realism was famously presented by Putnam
as follows: “The positive argument for realism is that it is the only philosophy
that doesn’t make the success of science a miracle’ (1975a, 73). A similar form of
argument is to be found in Smart: ‘If the phenomenalist about theoretical entities
is correct we must believe in a cosmic coincidence’ (1963, 39).3 This is an inference
to the only explanation. Many scientific realists argue naturalistically that we are
led to realism if we follow in philosophy of science the same patterns of inference
that we follow in science. Scientific realism is thus seen as a scientific explanatory
hypothesis about science itself: ‘[P]hilosophy is itself a sort of empirical science’

(Boyd 1984, 65).

3 Jan Hacking (1985) argues from the denial of outrageous coincidence.
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The no-miracles argument is made more sophisticated by citing specific
features of scientific methodology and practice, and then arguing that their
successful application is in need of explanation, and furthermore that realism
offers the best or only explanation because the instrumental reliability of scientific
methods is explained by their theoretical reliability.# Richard Boyd (1985, for
example) argues that in explaining the success of science, we need to explain the
overall instrumental success of scientific methods across the history of science.
The following are all offered as general facts that the hypothesis of scientific
realism explains:

(i) pacterns in data are projectable using scientific knowledge;
(ii) the degree of confirmation of a scientific theory is heavily theory-dependent;
(iii) scientific methods are instrumentally reliable.

The second point refers to the fact that scientists use accepted theories to
calibrate instruments, choose relevant methods for testing new theories, describe
the evidence obtained, and so on.

Another feature of scientific practice that realists have long argued cannot be
explained by antirealists is the persistent and often successful search for unified
theories of diverse phenomena. The well-known conjunction objection (Putnam
1975b) against antirealism is as follows: That T and T’ are both empirically
adequate does not imply that their conjunction T & T’ is empirically adequate;
however, if T and T” are both true this does imply that T & T is true.> Hence,
the argument goes, only realists are motivated to believe the new empirical
consequences obtained by conjoining accepted theories. However, in the course
of the history of science the practice of theory conjunction is widespread and
a reliable part of scientific methodology. Therefore, since only realism can
explain this feature of scientific practice, realism is true. Van Fraassen (1980,
83-7) responds by denying that scientists ever do conjoin theories in this manner.
Rather, he argues, the process of unifying theories is more a matter of ‘correction’,
wherein pairs or sets of theories are all adjusted so as not to contradict or be
isolated from each other, than ‘conjunction’. Furthermore, he argues, scientists
have pragmatic grounds for investigating the conjunction of accepted theories in
the search for empirical adequacy. The latter response suggests how to formulate
a general argument to show that the antirealist can account for the retention
of any aspect of the practice of science that realism can. Suppose some feature
of scientific practice is claimed by the realist to have produced instrumental
success, and realism provides an explanation or justification of that feature. The

4 This ironically makes the theory-ladenness of scientific methodology and confirmation evidence
for realism, where Hanson, Kuhn, and Goodman took it to tell against realism.

5 Note, however, that if we suppose that T and T” are both approximately true; this does not
imply that their conjunction T & T is also approximately true. For example, suppose T is Kepler’s
laws of planetary motion, and T is Newtonian mechanics; then T & T is actually inconsistent and
therefore cannot be approximately true.
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antirealist can simply point out that the history of science provides inductive
grounds for believing in the pragmatic value of that feature of scientific practice.
Similatly, van Fraassen (1980) offers an account of the pragmatics of science
which attempts to account for (i), (ii), and (iii) above by reference to the fact that
the background theories are empirically adequate.

It certainly is true that the simplistic view of theory conjunction does not
do justice to the complexity of the practice of conjoining real theories. In some
cases the conjunction of two theories will not even be well-formed, as with the
example of general relativity and quantum mechanics (about which more in the
next chapter). However, notwithstanding recent scepticism about the unity of
science (notably defended by Nancy Cartwright and John Dupré, about which
more is said in Chapter 4), the unification of a range of phenomena within a single
explanatory scheme is often a goal of scientific theorizing. Michael Friedman
argues that theoretical explanation consists in ‘the derivation of the properties
of a relatively concrete and observable phenomenon by means of an embedding
of that phenomenon into some larger, relatively abstract and unobservable
theoretical structure’ (1981, 1). His examples include the reduction of gas theory
to molecular theory and of chemical theory to atomic theory. Friedman then
argues that theoretical explanations of this kind confirm the theories of the
unobservable world that provide the reductive bases.® However, he cautions
against a simplistic view that regards an explanatory reduction as confirmed just
because it is the best available explanation because this would lead to an infinite
hierarchy of explanations. According to Friedman, explanatory reductions or
embeddings must have unifying power in order to be confirmed.

Friedman’s argument is as follows:

(1) Unification at the theoretical level confers a higher degree of confirmation
to theories at the empirical level.
(2) Only realists have epistemic grounds for unification at the theoretical level.

(3) Therefore, we should be realists.

He further argues that there are grounds for thinking that scientists ought to
conjoin theories whether they in fact do so or not. The full theoretical description
T is capable of acquiring a greater degree of confirmation when conjoined with
other theories than that which attaches to the claim that T is empirically adequate.
The argument for this goes as follows:

A theoretical structure that plays an explanatory role in many diverse areas picks up
confirmation from all these areas. The hypotheses that collectively describe the molecular

6 Friedman (1974) had previously argued that unification is valuable because it increases our
understanding by reducing the number of brute facts in the world. This argument was criticized
by Kitcher (1976) and Salmon (1989), who argued that Friedman had not given a satisfactory
account of how to individuate brute facts. Friedman’s later version of the argument refers only to
confirmation.
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model of a gas of course receive confirmation via their explanation of the behaviour of
gases, but they also receive confirmation from all the other areas in which they are applied:
from chemical, thermal and electrical phenomena, and so on. (Friedman 1983, 243)

On the other hand the claim that the hypotheses are empirically adequate cannot
partake of this extra confirmation from other domains. Since the phenomenolog-
ical import of the hypotheses is among their consequences, if the full theoretical
description becomes better confirmed, so too does the phenomenological descrip-
tion. Hence, claims Friedman, the realist has better-confirmed knowledge even
of the observable world than the antirealist, and this is the very type of knowledge
at which, according to the antirealist, science aims.

However, as pointed out by Kukla (1995), the antirealist may simply argue
that realists are not epistemically entitled to extra confidence in the empirical
adequacy of unified theories. Kukla also argues that even if this extra confidence in
the pursuit of unification is methodologically advantageous this is not sufficient
grounds for realism since the extra confidence is also warranted for his so-called
‘conjunctive empiricist’ (234, and see also his 1996b). This is someone who
believes that not only are our best theories empirically adequate, but also that
when conjoined with background theories they will produce new theories that are
also empirically adequate. The conjunctive empiricist then has epistemic reasons
to pursue unification because it will give her more instrumental knowledge. Now
if the no-miracles argument works at all it will certainly work against Kukla’s
proposal, since if scientific theories are false, it can only be more miraculous
to the realist that they should be extendible in this way than it was that
they were instrumentally successful. Furthermore, the conjunctive empiricist’s
position seems entirely ad hoc. However, note that this argument for scientific
realism relies on the modal power of theories that quantify over unobservables
in order to explain and predict phenomena. It is because diverse phenomena
are subject to the operation of the same laws and causes that unification in
terms of unobservables is instrumentally reliable. If scientific laws described mere
regularities in the actual phenomena in some domain, their successful extension
to new domains, or the successful extension of their explanations to new domains,
would be no less mysterious than for the antirealist.

2.1.2 Against the no-miracles argument

Van Fraassen has three arguments against the claim that realism is the best or
only explanation of the success of science. The first is that the demand that there
be an explanation for every regularity amounts to the demand that Reichenbach’s
principle of the common cause (PCC) be satisfied, so the realist seems to be
committed to this principle as a requirement for the adequacy of scientific
theories. The PCC holds that the correlations among events is either evidence
of a direct causal link between them, or is the result of the action of a common
cause. Van Fraassen then argues that PCC is too strong a condition on the basis
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of quantum mechanics (see his 1980, ch. 2, and 1991, ch. 10). Bell’s theorem
tells us that the correlations between measurement results on members of a pair
of entangled particles cannot be screened off by conditionalizing on any common
cause, and the idea of a direct causal link seems to violate relativity theory, so the
realist does indeed face a problem with quantum mechanics. However, regardless
of whether or how this can be solved, it is not obvious that the scientific realist
is committed to PCC simply in virtue of appealing to inference to the best
explanation. Perhaps there are scientific explanations that violate the principle of
the common cause, or perhaps explanation in terms of common causes simply
gives out eventually, but is nonetheless necessary, or at least appropriate, for the
vast majority of scientific purposes.

The second argument that van Fraassen offers is to object that the realist’s
demand for explanation presupposes that to be a lucky accident or coincidence is
to have no explanation art all, whereas (according to him) coincidences can have
explanations in a certain sense (1980, 25).

It was by coincidence that I met my friend in the market—but I can explain why
I was there, and he can explain why he came, so together, we can explain how this
meeting happened. We call it a coincidence, not because the occurrence was inexplicable,
but because we did not severally go to the market in order to meet. There cannot
be a requirement upon science to provide a theoretical elimination of coincidences, or
accidental correlations in general, for that does not even make sense. (1980, 25)

This seems to miss the point of the no-miracles argument. The realist’s claim
is just that explanation of the consistent predictive success of scientific theories
in terms of coincidence or miraculous luck is an unacceptable and arbitrary
explanation, especially given the availability of the realist’s alternative. If one kept
meeting one’s friend in the market unexpectedly, and some other explanation
than mere coincidence was available, then one would be inclined to adopt it.

Perhaps with this response in mind, van Fraassen also offers a Darwinian
explanation for the instrumental success of science:

[TThe success of current scientific theories is no miracle. It is not even surprising to
the scientific (Darwinist) mind. For any scientific theory is born into a life of fierce
competition, a jungle red in tooth and claw. Only the successful theories survive—the
ones which 77 fact latched on to actual regularities in nature. (1980, 40)

Realists may reply that realism is not the only but the best explanation of
the success of science (see for example Boyd 1985), and then point out that
van Fraassen’s explanation is a phenotypic one: it gives a selection mechanism
for how a particular phenotype (an empirically successful theory) has become
dominant in the population of theories. However, this does not preclude a
genotypic explanation of the underlying properties that make some theories
successful. Realists claim that the fact that theories are approximately true is
a genotypic explanation of their instrumental reliability. They argue that ‘a
selection mechanism may explain why all the selected objects have a certain
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feature without explaining why each of them does’ (Lipton 1991, 170). Hence,
Lipton (ibid. 170 fI.) says that the realist’s explanation explains two things that
van Fraassen’s does not: (a) why a particular theory that was selected is one
having true consequences; and (b) why theories selected on empirical grounds
went on to have more predictive successes.”

Ultimately, van Fraassen rejects the need for explanation of the kind the
scientific realist claims to offer. He identifies himself with the Kantian critique
of metaphysics construed as theorizing about the nature of the world as it is in
itself (while not identifying himself with Kant’s transcendental turn). According
to him, metaphysicians have in common with scientific realists their desire to
interpret and explain what is already understood in so far as it can be. He
thinks that any attempt to defend scientific realism will involve metaphysics
of some kind, notably modal metaphysics. It is only on the assumption that
the unobservable entities posited by realists cause the phenomena that they
explain them. If unobservable entities merely happened to be around when
certain phenomena were occurring then their presence would not be explanatory.
Hence, he argues, scientific realism relies upon some kind of metaphysical theory
of laws of nature, singular causation, or essential natures. For van Fraassen, this
means it ulcimactely rests on explanation by posit. Here we reach an impasse with
the scientific realist insisting on the need for explanations where the antirealist is
content without them.

Colin Howson (2000), P. D. Magnus and Craig Callender (2004) have
recently argued that the no-miracles argument is flawed because in order to
evaluate the claim that it is probable that theories enjoying empirical success are
approximately true we have to know what the relevant base-rate is, and there is no
way we can know this. Magnus and Callender argue that ‘wholesale’ arguments
that are intended to support realism (or antirealism) about science as a whole
(rather than ‘retail’ arguments that are applied to a specific theory) are only taken
seriously because of our propensity to engage in the base-rate fallacy. They think
we ought to abandon the attempt to address the realism issue in general.

In this book we are attempting to develop a metaphysical position that allows
us to make sense of science as a whole. We are thus engaging in wholesale
reasoning about science. Rather than offering a principled defence of so doing,
we leave it to the reader to decide whether the product of our labour vindicates
our methods. In particular, we do suppose that the no-miracles argument is an
important consideration in the thinking of many scientists who say they find
antirealism unsatisfactory as an account of their aims. Magnus and Callender
claim that the continued success of the argument in this respect, despite its
fallacious nature, is to be explained in terms of human frailey (2004, 329),
and has no probative force. We disagree just this far: if general and universal
structures can be identified—if, to that extent, a unified account of the world

7 See Stanford (2000).
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can be found, based on science—then successful applications of particular
instantiations of these structures in new domains, so as to generate novel but
reliable predictions, will be explicable and non-mysterious. It is true that we must
not insist, a priori, that the instrumental success of science can be explained.
But we should surely accept an explanation, rather than preferring to believe in
recurrent miracles, if one can in fact be provided without violation of the PNC.

We turn to novel predictive success below. But first we take note of another
fundamental criticism of the appeal to IBE in the debate about scientific realism.
This one is due to Larry Laudan (1984, 134) and Arthur Fine (1984a), both
of whom point out that, since it is the use of IBE in specific instances where
this involves unobservables that is in question, it is viciously circular to use IBE
at the global level to infer the truth of scientific realism because the latter is a
hypothesis involving unobservables. According to them, any defence of realism
by appeal to the no-miracles argument is question-begging. There is a similarity
here with the inductive vindication of induction. Richard Braithwaite (1953,
274-8), and Carnap (1952), argue that the inductive defence of induction is
circular but not viciously so, because it is rule circular but not premise circular.
In the case of IBE such a view has recently been defended by David Papineau
(1993, ch. 5) and Stathis Psillos (1999). The idea is that premise circularity of an
argument is vicious because the conclusion is taken as one of the premises; on the
other hand, rule circularity arises when the conclusion of an argument states that
a particular rule is reliable and that conclusion only follows from the premises
when the very rule in question is used. Hence they argue that IBE is in just the
same position as inductive reasoning: it cannot be defended by a non-circular
argument. (But then we may remember Lewis Carroll’s story of Achilles and the
Tortoise (1895) and note that even deduction is circular.)

The no-miracles defence of realism is rule- but not premise-circular. The
conclusion that the use of IBE in science is reliable is not a premise of the
explanationist defence of realism, but the use of IBE is required to reach this
conclusion from the premises that IBE is part of scientific methodology and
that scientific methodology is instrumentally reliable. However, lack of vicious
circularity notwithstanding, this style of argument will not persuade someone
who totally rejects IBE. Rather, what the argument is meant to show is that
someone who does make abductive inferences can show the reliability of their
own methods. Hence, the realist may claim that although they cannot force the
non-realist to accept IBE, they can show that its use is consistent and argue that
it forms part of an overall comprehensive and adequate philosophy of science.
Unfortunately for the scientific realist, the history of science gives us grounds for
doubting whether scientific realism is really the best explanation of the success of
science, or so we shall argue in 2.1.4. In the next section we will argue that the
real miracle about the success of science is not empirical success in general, but
how it is that scientific theories can tell us about phenomena we never would
have expected without them.



76 Scientific Realism, Constructive Empiricism, and Structuralism

2.1.3 Novel prediction

It has been remarked by various philosophers that the scientific realism debate
has reached an impasse. (See for example Blackburn 2002.) We hope to break
that impasse here in favour of a form of realism about science, but one which
concedes a good deal to the constructive empiricist. It is a familiar point in
philosophy that the determined sceptic cannot be rationally converted. Hence
there is no valid argument for scientific realism, the premises of which will be
accepted by the antirealist who is prepared to forsake all explanations of science.
However, van Fraassen does offer a positive account of science that is intended
to vindicate its rationality and its cumulative empirical success. In this section,
we will distil from the no-miracles argument the essence of the motivation for
realism about science. When we talk about the success of a scientific theory
there are many things that we might have in mind, for example technological
applications, provision of explanations, methodological success, contribution to
unification, application to other sciences, generation of predictions, and so on.
Not all of these are equally good explananda for no-miracles arguments. For
example, Nancy Cartwright (1983) argues that phenomenological applications
of fundamental theories are not evidence of the truth of these theories because
of the idealizing and falsifying that is involved in both formulating and applying
them. Similarly, technological applications of science owe a great deal to trial
and error, and to auxiliary know-how. Whether or not careful work can show
that these forms of success support scientific realism after all, there is one kind of
success which seems to be the most compelling reason for some form of realism
about scientific theories, namely novel predictive success.

Alan Musgrave (1988) says flatly that the only version of the no-miracles
argument that might work is one appealing to the novel predictive success of
theories. Some realists, such as Psillos (1999), have gone so far as to argue that
only theories which have enjoyed novel predictive success ought to be considered
as falling within the scope of arguments for scientific realism. This restricts the
number of abandoned past theories that can be used as the basis for arguments
against scientific realism discussed in the next section. Desiderata for an account
of novelty in this context are of two kinds. First, there are more or less a priori
features that are demanded of theories of confirmation such as objectivity and
impersonality. Second, there is conformity to paradigmatic scientific judgements
about the confirmation of specific theories in the history of science. Examples
of the latter that are commonly given include the empirical success of General
Relativity in predicting the deflection of light as it passes near large masses, and
the empirical success of Fresnel’s wave optics in accounting for the celebrated
phenomenon of the white spot in the shadow of an opaque disc (see Worrall
1994). However, it is no simple matter to give a general characterization of novel
predictive success.
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The most straightforward idea is that of temporal novelty. A prediction is
temporally novel when it forecasts an event that has not yet been observed.
The problem with adopting this kind of novel predictive success as a criterion
for realism about particular theories is that it seems to introduce an element of
arbitrariness concerning which theories are to be believed. When exactly in time
someone first observes some phenomenon entailed by a theory may have nothing
to do with how and why the theory was developed. It is surely not relevant to
whether a prediction of a theory is novel if it has in fact been confirmed by
someone independently but whose observation report was not known to the
theorist. (The white spot phenomenon had been observed independently prior
to its prediction by Fresnel’s theory.) A temporal account of novelty would
make the question of whether a result was novel for a theory a matter of mere
historical accident and this would undermine the epistemic import novel success
is supposed to have.

It is more plausible to argue that what matters in determining whether a
result is novel is whether a particular scientist knew about the result before
constructing the theory that predicts it. Call this epistemic novelty. The problem
with this account of novelty is that, in some cases, that a scientist knew about
a result does not seem to undermine the novel status of the result relative to
her theory, because she may not have appealed to the former in constructing
the latter. For example, many physicists regard the success of general relativity
in accounting for the orbit of Mercury, which was anomalous for Newtonian
mechanics, as highly confirming, because the reasoning that led to the theory
appealed to general principles and constraints that had nothing to do with the
empirical data about the orbits of planets. Even though Einstein specifically
aimed to solve the Mercury problem, the derivation of the correct orbit was
not achieved by putting in the right answer by hand. Worrall suggests that
realism is only appropriate in the case of ‘theories, designed with one set of data
in mind, that have turned out to predict, entirely unexpectedly, some further
general phenomenon’ (1994, 4). However, in a recent analysis, Jarett Leplin
(1997) rejects this as relativizing novelty to the theorist and thereby introducing
a psychological and so non-epistemic dimension to novelty.® Take the case of
Fresnel. If we say that the fact that the white spot phenomenon was known
about is irrelevant, because Fresnel was not constructing his theory to account
for it although his theory still predicted it, then we seem to be saying that the
intentions of a theorist in constructing a theory determine in part whether the
success of the theory is to be counted as evidence for its truth. Leplin argues, and
we agree, that this undermines the objective character of theory confirmation
needed for realism.

This motivates the idea of use novelty. A result is use-novel if the scientist did
not explicitly build the result into the theory or use it to set the value of some

8 Our discussion of Leplin (1997) follows Ladyman (1999).
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parameter crucial to its derivation. Hence, Leplin proposes two conditions for
an observational result O to be novel for a theory T:

Independence Condition: There is a minimally adequate reconstruction of the reasoning
leading to T that does not cite any qualitative generalization of O.

Uniqueness Condition: There is some qualitative generalization of O that T explains
and predicts, and of which, at the time that T first does so, no alternative theory provides
a viable reason to expect instances. (1997, 77)

Leplin explains that a reconstruction of the reasoning that led to a theory is an
idealization of the thought of the theorist responsible for that theory, and is said
to be ‘adequate’ if it motivates proposing it, and ‘minimally’ so if it is the smallest
such chain of reasoning (1997, 68-71).

According to the two conditions above, novelty is a complex relation between
a theory, a prediction or explanation, the reconstruction of the reasoning that led
to it, and all the other theories around at the time, since the latter are required
not to offer competing explanations of the result. Two points follow. First, if
we found a dead scientist’s revolutionary new theory of physics, but he left no
record of what experiments he knew about or what reasoning he employed, such
a theory could have no novel success. Hence, according to Leplin, no amount
of successful prediction of previously unsuspected phenomena would motivate
a realist construal of the theory. Second, suppose that we already knew all the
phenomena in some domain. In such a case we could never have evidence for
the truth rather than the empirical adequacy of any theories that we constructed
in this domain, no matter how explanatory, simple, or unified they were. These
consequences are surely contrary to realist thinking.

Furthermore, Leplin admits that his analysis makes novelty temporally indexed
(1997, 97), but this seems to fall foul of his own claim that ‘it is surely
unintuitive to make one’s epistemology depend on what could, after all, be
simple happenstance’ (1997, 43). The main problem seems to be with the
uniqueness condition since it leaves too much to chance. For example, suppose
a result is novel with respect to some theory, but that another theory comes
along soon afterwards which also explains it. According to Leplin’s view, a realist
commitment to the former theory is warranted but not to the latter; yet it seems
that the order of things might have been reversed, so that which theory we should
believe to be true is a function of contingencies of our collective biography.
Moreover, truth is taken to explain the mystery of the novel success of one
theory, but the success of the other theory, which would be novel were its rival
not around, is left unexplained.

Certainly scientific methodology includes far broader criteria for empirical
success, such as providing explanations of previously mysterious phenomena.
Indeed, Darwin’s theory of evolution and Lyell’s theory of uniformitarianism
were accepted by the scientific community because of their systematizing and
explanatory power, and in spite of their lack of novel predictive success. As we
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have seen, realists also often argue that the unifying power of theories, which
may bring about novel predictive success but need not do so, should be taken as
a reason for being realistic about them.

We suggest a modal account of novel prediction. That a theory could predict
some unknown phenomenon is what matters, not whether it actually did so
predict. The empirical success of a theory which was just a list of the phenomena
that actually occurred would not stand in need of explanation. That theories
sometimes produce predictions of qualitatively new types of phenomena, which
are then subsequently observed, is what is important, not whether a particular
prediction of a specific theory is novel (we return to this below).® Since some
theories have achieved novel predictive success our overall metaphysics must
explain how novel predictive success can occur, and the explanation we favour
is that the world has a modal structure which our best scientific theories
describe.

Of course, van Fraassen will argue that even novel predictive success does not
need to be explained other than in Darwinian terms. Since science will not tell
us anything one way or the other about what is epistemically ‘required’ (and of
course van Fraassen is not here referring to a mere psychological requirement),
we cannot attempt to refute him. We can only reiterate what we said above in
response to the scepticism about explanation offered by Howson, Magnus, and
Calander. However, when van Fraassen talks about scientific theories describing
the relations among the phenomena, he comes very close to our view. The
only difference between us is that we understand the relations in question to
be nomological or more broadly modal, whereas he understands them to be
extensional occurrent regularities. Of course, some scientific realists of a Humean
inclination would argue that van Fraassen is right about this latter point. We will
argue that the marriage of scientific realism and Humeanism about modality is an
unhappy one. Van Fraassen is at least consistent in his disavowal of metaphysics.
However, we will argue in 2.2.3.2 that even constructive empiricism incurs
some metaphysical commitments. First, in the next two sections, we consider
celebrated arguments against scientific realism.

2.1.4 Underdetermination

The underdetermination argument is widely discussed in the debate about
scientific realism. Before considering its implications for our project we need
to clarify it. We distinguish between two generic forms of underdetermination,
‘weak’ and ‘strong’.

Weak underdetermination:

® The emphasis on new types of phenomena is crucial here since a theory that predicts another
token of a well-known type of phenomenon may simply be based on generalizing from the
known data.
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(1) Some theory, T, is supposed to be known, and all the evidence is consistent

with T.

(2) There is another theory T# which is also consistent with all the available
evidence for T. T and T# are weakly empirically equivalent in the sense that
they are both compatible with the evidence we have gathered so far.

(3) If all the available evidence for T is consistent with some other hypothesis
T#, then there is no reason to believe T to be true and not T#.
Therefore, there is no reason to believe T to be true and not T#.

This kind of underdetermination problem is faced by scientists every day, where
T and T# are rival theories but agree with respect to the classes of phenomena that
have so far been observed. To address it scientists try to find some phenomenon
about which the theories give different predictions, so that some new experimental
test can be performed to choose between them. For example, T and T# might
be rival versions of the standard model of particle physics which agree about
the phenomena that are within the scope of current particle accelerators but
disagree in their predictions of what will happen at even greater energies.!°
The weak underdetermination argument is a form of the problem of induction.
Let T be any empirical law, such as that all metals expand when heated, and
T# be any claim implying that everything observed so far is consistent with T
but that the next observation will be different (Goodman 1955). If antirealism
about science is to make use of underdetermination to motivate some kind of
epistemic differentiation, specifically between statements about observables and
statements about unobservables, then it ought to amount to more than just
common-and-garden fallibilism about induction.

Let us first discuss strong underdetermination. To generate a strong underde-
termination problem for scientific theories, we start with a theory H, and generate
another theory G, such that H and G have the same empirical consequences, not
just for what we have observed so far, but also for any possible observations we
could make. If there are always such szrongly empirically equivalent alternatives to
any given theory, then this might be a serious problem for scientific realism. The
relative credibility of two such theories cannot be decided by any observations
even in the future and therefore, it is argued, theory choice between them
would be underdetermined by all possible evidence. If all the evidence we could
possibly gather would not be enough to discriminate between a multiplicity of
different theories, then we could not have any rational grounds for believing in
the theoretical entities and approximate truth of any particular theory. Hence,
scientific realism would be undermined.

10 One of us is now running an experiment to isolate divergent predictions about reward
conditioning in the human brain made by different mathematical models of the process that are
each equally adequate to existing data measured at the less fine-grained scales used in the advance
of the planned test—but where each theory offers a different explanation of, and therefore different
further predictions about successful treatment of, addiction.
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The strong form of the undetermination argument for scientific theories is as
follows:

(i) For every theory there exist an infinite number of strongly empirically
equivalent but incompatible rival theories.
(ii) If two theories are strongly empirically equivalent then they are evidentially
equivalent.
(iii) No evidence can ever support a unique theory more than its strong-
ly empirically equivalent rivals, and theory-choice is therefore radically
underdetermined.

There are various ways of arguing that strong empirical equivalence is incoherent,
or at least ill-defined:

(a) The idea of empirical equivalence requires it to be possible to circumscribe
clearly the observable consequences of a theory. However, there is no
non-arbitrary distinction between the observable and unobservable.

(b) The observable/unobservable distinction changes over time and so what the
empirical consequences of a theory are is relative to a particular point in time.

(c) Theories only have empirical consequences relative to auxiliary assumptions
and background conditions. So the idea of the empirical consequences of the
theory itself is incoherent.

Furthermore, it may be argued that there is no reason to believe that there will
always, or often, exist strongly empirically equivalent rivals to any given theory,
either because cases of strong empirical equivalence are too rare, or because the
only strongly empirically equivalent rivals available are not genuine theories.!!
Regardless of their views on (i), many realists argue that (ii) is false. They argue
that two theories may predict all the same phenomena, but have different degrees
of evidential support. In other words, they think that there are non-empirical
features (superempirical virtues) of theories such as simplicity, non-ad hocness,
(temporal or other) novel predictive power, elegance, and explanatory power,
which give us a reason to choose one among the empirically equivalent rivals.
Antirealists may agree that superempirical virtues break underdetermination at
the level of theory choice, but argue, following van Fraassen, that their value is
merely pragmatic, in so far as they encourage us to choose a particular theory with
which to work, without giving us any reason to regard it as true. This is part of
the motivation for van Fraassen’s claim that our best scientific theories may just as
well be empirically adequate rather than true. Contrary to how his view is usually
presented by his critics, he doesn’t directly appeal to strong underdetermination
to argue against scientific realism and for constructive empiricism. Rather, he
uses cases of strong empirical equivalence to show that theories have extra

11 For discussion of these issues see Laudan and Leplin (1991), (1993), Kukla (1993), (1994),
(1996a), and (1998), and Ladyman (2002b, ch. 6).
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structure over and above that which describes observable events, in defence of
the claim that belief in empirical adequacy is logically weaker than belief in truth
simpliciter.12

Nonetheless, it is significant that van Fraassen concedes that he has nothing
to say in the face of inductive scepticism, and we shall return to this below.
Furthermore, the fact that he does not use the underdetermination argument
against scientific realism does not mean that the realist cannot deploy it against
constructive empiricism. The problem that antirealists face is how to overcome
the weak underdetermination argument without thereby overcoming the strong
one. Realists argue that the same superempirical considerations that entitle
them to regard a well-tested theory as describing future observations as well
as past ones also entitle them to choose a particular theory among strongly
empirically equivalent ones. The particular strong underdetermination problem
for scientific realists is that all the facts about observable states of affairs will
underdetermine theory-choice between Ty, a full realistically construed theory,
and T}, the claim that T is empirically adequate. However, all the evidence we
have available now will underdetermine the choice between T4 and T, the claim
that Ty is empirically adequate before the year 2010 (the problem of induction).
Furthermore all the facts about all actually observed states of affairs at all times
will underdetermine the choice between T and Tj3, the claim that Ty describes
all actually observed events. So, the realist can argue, even the judgement that Ty
is empirically adequate is underdetermined by the available evidence, and hence,
the constructive empiricist ought to be an inductive sceptic in the absence of a
positive solution to the underdetermination problem.

The underdetermination arguments discussed above do not seem unequivo-
cally to support either realism or antirealism. However, there is something to
the thought that genuine cases of strong empirical equivalence from science
pose a particular problem for the scientific realist. Roger Jones (1991) raised
the problem ‘Realism about what?” by drawing attention to the existence of
alternative formulations of physical theories that coexist in science. In a recent
paper, Jonathan Bain (2004) analyses one of Jones’s examples, namely that of
Newtonian gravity, and shows that there are at least six theories that are prima
facie entitled to that name. The details are technical, but the basic idea is that
the theories differ with respect to their spacetime symmetries, their boundary
conditions, and their dynamical symmetries. The most obvious difference is that
some of them are field theories on flat spacetimes, and some are theories in
which the effect of gravity is incorporated into the spacetime structure in the
form of curvature as in General Relativity. In a discussion of the implications
for the realism debate, Bain goes on to argue that three of these theories seem
to constitute a genuine case of strong empirical equivalence, since they have
differing spacetime symmetries and absolute objects. However (374), he points

12 See M. van Dyck, (forthcoming).
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out, they have the same dynamical symmetries and so a structural realist who
regards dynamical structure as what is physically real should regard them as
different ways of describing the same structure.

Quantum physics gives further examples of empirical equivalence. Our view
is that the choice among competing ways of embedding empirically equivalent
substructures in fundamental theory is a pragmatic one, but ultimately different
formulations may lead naturally to the discovery of new modal relations and
hence to new empirical discoveries. For example, Newton’s force law suggested
the mathematical form for Coulomb’s law, although we know that both theories
can be geometrized so that explicit forces disappear from the formalism. However,
as Bain says, the standard scientific realist has the option of trying to break any
cases of underdetermination by reference to the kinds of superempirical virtues
mentioned above. The problem is that these sometimes seem to pull in different
directions, and there is no obvious way to rank them (see Ladyman 2002b, ch. 8,
section 2).

The underdetermination argument cannot be ignored by the scientific realist,
but, since it also threatens any positive form of antirealism such as constructive
empiricism, it does not give us compelling grounds to abandon standard
scientific realism. (However, note that, as Bain says, there are grounds for
thinking that underdetermination supports structural realism.) In any case, we
will not discuss it further since in the next section we present what we regard as a
more compelling—indeed, as the most compelling—form of argument against
standard scientific realism.

2.2 THEORY CHANGE

Many realists are inclined to dismiss worries based on underdetermination as
‘mere philosophic doubt’. They argue that since scientists find ways of choosing
between even strongly empirically equivalent rivals, philosophers ought not to
make too much of merely in-principle possibilities that are irrelevant to scientific
practice. Leaving aside the question of whether all cases of strong empirical
equivalence are scientifically unproblematic, and supposing (counterfactually, in
our view) that the epistemological defence of scientific realism in terms of IBE is
compelling, the problem of theory change at its strongest suggests that scientific
realism is not supported by the facts about scientific theories because realism is
not even empirically adequate. The power of the arguments against scientific
realism from theory change is that, rather than being a priori and theoretical, they
are empirically based and their premises are based on data obtained by examining
the practice and history of science. Ontological discontinuity in theory change
seems to give us grounds not for mere agnosticism but for the positive belief that
many central theoretical terms of our best contemporary science will be regarded
as non-referring by future science.
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The notorious pessimistic meta-induction was anticipated by the ancient
Greek sceptics,!3 but in its modern form, advocated notably by Laudan (1981),
it has the following structure:

(i) There have been many empirically successful theories in the history of science
which have subsequently been rejected and whose theoretical terms do not
refer according to our best current theories. (Laudan gives a list.)

(ii) Our best current theories are no different in kind from those discarded

theories and so we have no reason to think they will not ultimately be
replaced as well.
So, by induction we have positive reason to expect that our best current
theories will be replaced by new theories according to which some of the
central theoretical terms of our best current theories do not refer, and hence,
we should not believe in the approximate truth or the successful reference of
the theoretical terms of our best current theories.

The most common realist response to this argument is to restrict realism to
theories with some further properties (usually, maturity and novel predictive
success) so as to cut down the inductive base employed in (i). However, assuming
that such an account can be given there are still a couple of cases of mature
theories which enjoyed novel predictive success by anyone’s standards, namely
the ether theory of light and the caloric theory of heat. If their central theoretical
terms do not refer, the realist’s claim that approximate truth explains empirical
success will no longer be enough to establish realism, because we will need
some other explanation for the success of the caloric and ether theories. If this
will do for these theories then it ought to do for others where we happened
to have retained the central theoretical terms, and then we do not need the
realist’s preferred explanation that such theories are true and successfully refer to
unobservable entities. To be clear:

(a) Successful reference of its central theoretical terms is a necessary condition
for the approximate truth of a theory.

(b) There are examples of theories that were mature and had novel predictive
success but whose central theoretical terms do not refer.

(c) So there are examples of theories that were mature and had novel predictive
success but which are not approximately true.

(d) Approximate truth and successful reference of central theoretical terms is not
a necessary condition for the novel-predictive success of scientific theories.

So, the no-miracles argument is undermined since, if approximate truth and
successful reference are not available to be part of the explanation of some
theories” novel predictive success, there is no reason to think that the novel
predictive success of other theories has to be explained by realism.

13 See Annas and Barnes (1985).
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Hence, we do not need to form an inductive argument based on Laudan’s list
to undermine the no-miracles argument for realism. Laudan’s paper was also
intended to show that the successful reference of its theoretical terms is not a
necessary condition for the novel predictive success of a theory (1981, 45), and
there are counter-examples to the no-miracles argument.14

2.2.1 The flight to reference
There are two basic (not necessarily exclusive) responses to this:

(I) Develop an account of reference according to which the abandoned theo-
retical terms are regarded as referring after all.

(IT) Restrict realism to those parts of theories which play an essential role in
the derivation of subsequently observed (novel) predictions, and then argue
that the terms of past theories which are now regarded as non-referring were
non-essential so there is no reason to deny that the essential terms in current
theories will be retained.!>

Realists have used causal theories of reference to account for continuity of
reference for terms like ‘atom’ or ‘electron’, when the theories about atoms and
electrons undergo significant changes. The difference with the terms ‘ether’ and
‘caloric’ is that they are no longer used in modern science. In the nineteenth
century the ether was usually envisaged as some sort of material, solid or liquid,
which permeated all of space. It was thought that light waves had to be waves
in some sort of medium and the ether was posited to fulfil this role. Yet if
there really is such a medium then we ought to be able to detect the effect of
the Earth’s motion through it, because light waves emitted perpendicular to the
motion of a light source through the ether ought to travel a longer path than
light waves emitted in the same direction as the motion of the source through the
ether. Of course, various experiments, the most famous being that of Michelson
and Morley, failed to find such an effect. By then Maxwell had developed his
theory of the electromagnetic field, which came to be regarded as not a material
substance at all. As a result the term ‘ether’ was eventually abandoned completely.

However, as Hardin and Rosenberg (1982) argue, the causal theory of reference
may be used to defend the claim that the term ‘ether’ referred after all, but to
the electromagnetic field rather than to a material medium. If the reference of
theoretical terms is to whatever causes the phenomena responsible for the terms’
introduction, then since optical phenomena are now believed to be caused by

14 P, Lewis (2001), Lange (2002), and Magnus and Callender (2004) regard the pessimistic
meta-induction as another instance of the base rate fallacy (see 2.1.2 above). Here we sidestep their
concerns by reformulating the argument from theory change so that it is not a probabilistic or
inductive argument.

15 Stanford (2003) refers to this as ‘selective confirmation’.
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the oscillations in the electromagnetic field, the latter is what is referred to by
the term ‘ether’. Similarly, since heat is now believed to be caused by molecular
motions, then the term ‘caloric’ can be thought to have referred all along to these
rather than to a material substance. The danger with this, as Laudan (1984)
pointed out, is that it threatens to make the reference of theoretical terms a trivial
matter, since as long as some phenomena prompt the introduction of a term it
will automatically successfully refer to whatever is the relevant cause (or causes).
Furthermore, this theory radically disconnects what a theorist is talking about
from what she thinks she is talking about. For example, Aristotle or Newton
could be said to be referring to geodesic motion in a curved spacetime when,
respectively, they talked about the natural motion of material objects, and the
fall of a body under the effect of the gravitational force.

The essence of the second strategy is to argue that the parts of theories
that have been abandoned were not really involved in the production of novel
predictive success. Philip Kitcher says that: ‘No sensible realist should ever want
to assert that the idle parts of an individual practice, past or present, are justified
by the success of the whole’ (1993, 142). Similarly, Psillos argues that history
does not undermine a cautious scientific realism that differentiates between the
evidential support that accrues to different parts of theories, and only advocates
belief in those parts that are essentially involved in the production of novel
predictive success. This cautious, rather than all-or-nothing, realism would not
have recommended belief in the parts of the theories to which Laudan draws
attention, because if we separate the components of a theory that generated
its success from those that did not we find that the theoretical commitments
that were subsequently abandoned are the idle ones. On the other hand, argues
Psillos: ‘the theoretical laws and mechanisms that generated the successes of past
theories have been retained in our current scientific image’ (1999, 108). Such
an argument needs to be accompanied by specific analyses of particular theories
which both identify the essential contributors to the success of the theory
in question, and show that these were retained in subsequent developments,
as well as criteria for identifying the essential components of contemporary
theories.

Leplin, Kitcher, and Psillos have all suggested something like this strategy,
but we will only discuss Psillos’s execution of it. What Leplin (1997) sets out
to show is something very weak, namely that there are conditions that would
justify a realist attitude to a theory, rather than that these conditions have
actually been satisfied. He does allude (1997, 146) to the idea of (II) above, but
doesn’t develop it in any detail. Kitcher (1993) suggests a model of reference
according to which some tokens of theoretical terms refer and others do not,
but his theory allows that the theoretical descriptions of the theoretical kinds
in question may have been almost entirely mistaken, and seems to defend
successful reference only for those uses of terms that avoid ontological detail
at the expense of reference to something playing a causal role in producing



James Ladyman and Don Ross 87

some observable phenomena.!6 The most detailed and influential account is
due to Psillos (1999), who takes up Kitcher’s suggestion of (II) and develops
it in some detail, and also combines it with (I). Laudan claims that if current
successful theories are approximately true, then the caloric and ether theories
cannot be because their central theoretical terms don’t refer (by premise (ii)
above). Strategy (I) accepts premise (ii) but Psillos allows that sometimes an
overall approximately true theory may fail to refer. He then undercuts Laudan’s
argument by arguing that abandoned theoretical terms that do not refer, like
‘caloric’, were involved in parts of theories not supported by the evidence at the
time, because the empirical success of caloric theories was independent of any
hypotheses about the nature of caloric. Abandoned terms that were used in parts
of theories supported by the evidence at the time do refer after all; ‘ether’ refers
to the electromagnetic field.

Below, we identify some problems with this type of defence of realism and
the claims made about ‘ether’ and ‘caloric’. Most importantly, we argue that the
notion of ‘essential’, deployed in (a) above, is too vague to support a principled
distinction between our epistemic attitudes to different parts of theories. In our
view, the problem with strategy (II) is that its applications tend to be ad hoc and
dependent on hindsight. Furthermore, by disconnecting empirical success from
the detailed ontological commitments in terms of which theories were described,
it seems to undermine rather than support realism. As Kyle Stanford (2003)
argues, this strategy seems to have ‘sacrificed the substantive tenets of realism on
the altar of its name’ (555).17

According to Psillos: “Theoretical constituents which make essential contribu-
tions to successes are those that have an indispensable role in their generation.
They are those which “really fuel the derivation”’ (1999, 110). This means that
the hypothesis in question cannot be replaced by an independently motivated,
non-ad hoc, potentially explanatory alternative. (Remember that the sort of
success referred to here is novel predictive success.) Psillos gives as an example
of an idle component of a theory Newton’s hypothesis that the centre of mass of
the universe is at absolute rest. However, within Newton’s system this hypothesis
cannot be replaced by an alternative that satisfies the above requirements. That the
centre of mass of the universe should move with any particular velocity is surely
more ad hoc than it being at rest. There is also a sense in which the universe being
at rest is simpler than it having a particular velocity, since the latter would raise
the further question of whether it had always been in motion or whether some
force set it in motion. Certainly, any alternative hypotheses that might have been

16 For a critique of Kitcher’s account of the reference of theoretical terms see McLeish (2005).
She argues persuasively that there are no satisfactory grounds for making the distinction between
referring and non-referring tokens. McLeish (2006) argues that abandoned theoretical terms partially
refer and partially fail to refer. This strategy trivializes the claim that abandoned theoretical terms
referred after all unless it is combined with strategy (II).

17 Psillos is also criticized in Lyons (2006).
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entertained would not be explanatory of anything or independently motivated. It
seems that this hypothesis does count as an essential contribution to the success
of Newton’s theory, by Psillos’s criteria, and hence that he would have had us
be realistic about it. However, the notions of absolute space and absolute rest
have no meaning in modern physics so Psillos’s criterion above has accidentally
bolstered historically inspired scepticism.

This case is arguably not so serious for the realist for it does not involve a central
theoretical term that was essentially deployed, yet which cannot be regarded as
referring from the standpoint of later theory. Nonetheless, Psillos seeks to deal
with the threat of such examples using this distinction between essential and
inessential theoretical constituents, and his example reveals that his definition
of the distinction does not in general capture only the theoretical hypotheses
with which the realist would be happy. Another problem is the ambiguity that
arises concerning the type of dependence in question when we ask if a theory’s
success is dependent on a particular hypothesis. We can understand this as at
least either logical/mathematical dependence or causal dependence. So, when
we are asked to look at the particular novel empirical success of a theory and
decide which are the parts of the theory that this success depended on, then
we will give different answers according to how we understand dependence.
Furthermore, the realist should be careful here for it is dangerous for realism
overall to disconnect the metaphysical hypotheses and background assumptions
about supposed entities like caloric or the ether from what are construed as the
real successes of the theories in issuing certain predictions. As we have seen, one
of the central claims of contemporary realism is that we should take seriously the
involvement of theoretical and metaphysical beliefs in scientific methodology,
and that we cannot disconnect the success of science from the theoretically
informed methods of scientists. This is meant to support realism, for, according
to Boyd and others, only realism explains why these extra-empirical beliefs are
so important. However, Psillos suggests that after all we need not take seriously
scientists’ beliefs about the constitution of the ether or caloric, because the success
of the theories floats free of such assumptions. Let us now examine the examples
he discusses.

2.2.2 ‘Fther’, ‘Caloric’, ether and caloric

Ether theories were successful by any plausible criteria that the realist may
concoct and were mature, yet it was widely believed that the ether was a material
substance, and there certainly is no such thing permeating space according to
Maxwell’s successor theory. The hypotheses about the material nature of the
ether were no presuppositional or idle posits because they motivated the use of
mechanical principles, like Hooke’s law, in investigations of how light waves
would propagate in such a medium. This led to the fundamental departure
from previous wave theories brought about by Fresnel’s assumption that light
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propagates as a transverse wave motion. Fresnel thus got important ‘heuristic
mileage” out of these mechanical principles. Therefore, as Worrall (1994) has
argued, although the replacement of ether theory by electromagnetic theory
provides a constructive proof of the eliminability of the former, mechanics
is really only eliminable from the success of Fresnel’s theory in a minimal
logical sense.

When we inquire into what hypotheses ‘really fuel the derivation” we have
no other way to address this question than by explaining how we would derive
the prediction in question using our understanding of the theory. This does
not show that hypotheses which we do not use in reconstructing the derivation
played no role in making it possible for the scientists of the time to derive
the prediction that they did. A modern scientist may not need to invoke
anything about the material constitution of the ether to reconstruct Fresnel’s
predictions, but Fresnel did so to derive the predictions in the first place.
Psillos says that ‘essential constituents’ of success are ones such that ‘no other
available hypothesis’ (1999, 309) can replace them in the derivation of the
novel predictions made by the theory in question. The question is: available to
whom? There was no other hypothesis available to Fresnel about the nature of
the ether that would have allowed him to derive the novel predictions of his
theory. In general it seems true that quite often there will be no other hypothesis
available at the time, but that in reconstructing derivations we may have several
alternatives.

Psillos argues that there is continuity between the causal roles of attributes
of the ether and those of the field. For example, the fundamental causal role
of the ether is arguably to act as the repository of the energy associated with
light between emission by a source and its absorption or reflection by matter.
Light was known to travel at a finite velocity, so it had to be in some medium
while passing through otherwise empty space. The electromagnetic field is now
thought to be that medium. However, the determination of which causal role is
important is done with the benefit of hindsight. Our assessment of what matters
in the description of optical phenomena is very much relative to our current state
of knowledge, as is any statement about the relevant causal role of some posited
unobservable entity. However, we do not know what parts of current theories
will be retained, in other words what the real causal roles are.

It is true that the important principles about light (that it undergoes transverse
propagation, for example) are carried over into Maxwell’s theory, and indeed
there is a lot of continuity between the ether theories and electromagnetic field
theory. However, the latter has now been replaced by quantum field theories,
which may soon be replaced by a theory of superstrings or a grand unified
theory of quantum gravity. It is implausible to suggest that ‘ether’ referred all
along to a quantum field, because the latter have a completely different nature to
Maxwell’s electromagnetic field. For example, the latter is supposed to permeate
all space and have a definite magnitude at different points, whereas the former is
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multi-dimensional and incorporates only probabilities for different magnitudes
(at least according to the usual understanding of it).18

In the case of caloric, Psillos argues that ‘the approximate truth of a theory
is distinct from the full reference of all its terms’ (1994, 161). ‘Caloric’, he
maintains, was not a central theoretical term, and we should only worry about
the central theoretical terms, ‘central in the sense that the advocates of the theory
took the successes of the theory to warrant the claim that there are natural kinds
denoted by these terms’ (Psillos 1999, 312). One response to Psillos on this issue
is to argue that in the realism debate we ought only to be concerned with what
scientists should believe and not with what they do in fact believe. For example,
if a group of antirealists came up with a novel predictively successful theory,
realists should not thereby be driven to admit that, because none of the scientists
involved believes in the natural kinds denoted by the theory, the theory has
no central terms. When we are concerned with philosophical disputation about
science the fact that a particular scientist had this or that atticude to a theory
is irrelevant. Indeed, while the PNC demands that metaphysics be subservient
to science, it does not accord the opinions of scientists about metaphysics any
special authority. It is the content of science per se that constrains metaphysics
but scientists may be and often are wrong about the metaphysical implications
of theories. In particular, the authors of a discovery have no privileged weight
in discussions of its metaphysical interpretation. For example, we think that
a PNC-compatible attitude would have required metaphysicians to take local
hidden-variables interpretations of quantum mechanics seriously prior to the
experiments that violated Bell’s inequality in the 1970s,!® even though most
physicists ignored them, because the scientific knowledge of the time was
compatible with them. What Einstein, Heisenberg, or Bohr believed about local
hidden variables is epistemically irrelevant.

Thus, in response to Psillos: when a philosopher is reconstructing the history
of science for interpretation of the central commitments of theories, she should
take account of all the science we know now. The metaphysical opinions of
historical scientists have no more authority than do the metaphysical attitudes of
historical philosophers. Of course, these opinions are important for explaining

18 Saatsi adopts strategy (II) with respect to the ether theory of light and argues that ‘ether’ was
not a central theoretical term, but agrees with Psillos that there is continuity between the ether
theory and Maxwell’s electromagnetic field theory at the level of the causal properties of light.
However, like Chakravartty (1998), he fails to consider the consequences of the fact that physics has
moved on considerably since Maxwell. Our understanding of those causal properties has changed
dramatically and there simply is nothing in contemporary physics that corresponds to the entities
that were supposed to bear those properties. There is no consensus among those defending standard
realism in the face of theory change and their manoeuvres have become increasingly ad hoc. Hence,
we have token not type reference (Kitcher), partial disjunctive reference (McLeish), reference after
all or terms not central after all (Psillos), and approximate truth of the causal roles but not reference
(Saatsi) —better to abandon standard scientific realism given the availability of structural realism as
an alternative.

19 There were many such experiments; see Redhead (1987, 108).
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why the history of science went as it did. In any case, to return to Psillos’s
example, he argues that in the case of caloric theory all the important predictive
successes of the theory were independent of the assumption that heat is a material
substance. He argues that all the well-confirmed content of the theory, the laws of
experimental calorimetry, was retained in thermodynamics anyway. Here Psillos
can be construed as exploiting, as scientists often do, the positive side of the
underdetermination problem. When we theorize about or model the phenomena
in some domain we will inevitably make a few mistakes. If there was only one
(the true) theory that could describe the phenomena, then we would almost
certainly never hit upon it initially; we arrive at adequate theories by modifying
earlier ones in the face of new evidence. More importantly, after radical theory
change we want to be able to recover the empirical success of old theories
without buying into their outdated ontologies. The ever present possibility of
alternative, empirically equivalent theories is therefore essential. Psillos makes a
similar point with respect to ether as for caloric. ‘Echer’ refers, according to him,
because scientists weren’t committed to it being of any particular nature but were
committed to its having some properties which as a matter of fact are carried
over to Maxwell’s theory.

We agree with Psillos that what is philosophically important about caloric
theory and ether theory is that they were stations along the way to our current
conceptions of heat and of the propagation of light, respectively. Directing
attention to the question of whether the terms ‘hooked onto objects’ is a red
herring (and the same red herring that ushered in application by Putnam of
the Kripke/Putnam theory of reference to cases in the philosophy of science).
However, Psillos’s indexing the basis for his conclusions about caloric and ether
to judgements of historical scientists is a/so a red herring. Suppose that scientists
had been so committed to belief in the material constitution of the ether that
denying its material nature would have seemed absurd to them. Imagine that this
would have caused them to fail to achieve some derivations that were otherwise
available. (What we are here imagining was no doubt true of some or many
scientists.) Would we then be called upon to reverse Psillos’s whiggish verdict
about ether theory? In that case what is presented as the subject of a metaphysical
question— Does the theory (partially) accurately describe the world?—seems to
resolve into questions about the intentional characterization of some particular
long-dead scientists. This is surely confused. What matters to the metaphysical
question, we suggest, is the structure of the theory. Science is authoritative on
the question of which current theories are appropriate objects of comparison
with the structure of the old theory for purposes of metaphysically evaluating the
latter. Rejecting Psillos’s version of historicism does not replace appeal to history
with appeal to philosophers’ intuitions.

But there is another problem. Even if Psillos’s defence of referential continuity
for the ether theories of light were taken as correct for his reasons, this would
show only that the term ‘ether’ refers to the classical electromagnetic field. This
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is not much of an advance on the position that says ‘ether’ doesn’t refer or
refers to the empty set, and for the small gain we must pay the high price of
making reference too easy. Scientific realism becomes uninteresting if it is the
thesis that our theoretical terms refer but to things that may be quite unlike
theoretical descriptions we have of them. Rather than saying that the world is
much like our best theories say it is, and that theoretical terms of such theories
genuinely refer, realists would retreat to saying that some theoretical terms refer,
some don’t, and others approximately refer. Any hypothesis or entity will only
be a legitimate object of belief if it is essential for producing not just the success,
but the novel predictive success, of a theory. So the realist has to concede that
a theory can be highly empirically successful despite the lack of anything in the
world like the entities it postulates.2? Hence, the danger with strategy (II) is that
it may rely on hindsight in such a way as to make the pronouncements as to
which terms are central and which are not depend on which have subsequently
been abandoned. This would make (II) an ad hoc solution to the problem of
abandoned theoretical terms.

We join Bishop (2003) in emphasizing that the debate about whether the
world is really how it is described to be by scientific theories is not an issue
in the philosophy of language. No matter how the realist contrives a theory of
reference so as to be able to say that terms like ‘ether’ refer, there is no doubt
that there is no elastic solid permeating all of space. The argument from theory
change threatens scientific realism because if what science now says is right,
then the ontologies of past scientific theories are far from accurate accounts of
the furniture of the world. If that is right, even though they were predictively
successful then the success of our best current theories does not mean they have
got the nature of the world right either. Thus the argument from theory change
can be thought of as a reductio on scientific realism. Our solution to this problem
is to give up the attempt to learn about the nature of unobservable entities from
science. The metaphysical import of successful scientific theories consists in their
giving correct descriptions of the structure of the world. Hence, we now turn to
structural realism.

From the perspective of the structural realist the problem of referential
continuity across theory change is a pseudo-problem. Indeed, it has some
claim to be regarded as the ‘patient zero’ of the neo-scholastic disease in
metaphysics. Putnam’s (1975b) account of the referential semantic of natural

kind terms, which brought Kripke-style metaphysics into the philosophy of

20 The realist does have to make this concession. Consider, for example, so-called ‘rational
expectations theory’ in economics. This is predictively successful, and enjoyed novel predictive
success, in at least some very sophisticated niche markets (for example, markets for derivatives)
between phase shifts in higher-scale dynamics. Yet the main objects of predication in the theory,
atomless measure spaces and infinitely lived agents, quite obviously have no empirical counterparts.
(See Kydland and Prescott 1982, the most important in a series of papers that earned its authors the
Nobel Prize.)
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science, was a response to Feyerabend’s (1962) argument that if the extensions
of theoretical terms are functions of the intensional meanings entertained by
scientists, then theory change implies ontological discontinuity over time, rather
than progress with respect to truth. We suggest that the appropriate response to
Feyerabend’s problem is to give up the idea that science finds its metaphysical
significance in telling us what sorts of things there are, rather than to follow
Putnam in promoting a non-empiricist account of the relationship between
things, terms, and theories.

2.3 STRUCTURALISM

As we have seen, in the debate about scientific realism, the no-miracles argument
is in tension with the arguments from theory-change. In an attempt to break
this impasse, and have ‘the best of both worlds’, John Worrall (1989) introduced
structural realism (although he attributes its original formulation to Poincaré).
Using the case of the transition in nineteenth-century optics from Fresnel’s
elastic solid ether theory to Maxwell’s theory of the electromagnetic field,
Worrall argues that:

There was an important element of continuity in the shift from Fresnel to Maxwell—and
this was much more than a simple question of carrying over the successful empirical
content into the new theory. At the same time it was rather less than a carrying over
of the full theoretical content or full theoretical mechanisms (even in ‘approximate’
form) ... There was continuity or accumulation in the shift, but the continuity is one of
form or structure, not of content. (1989, 117)

According to Worrall, we should not accept full-blown scientific realism, which
asserts that the nature of things is correctly described by the metaphysical and
physical content of our best theories. Rather we should adopt the structural
realist emphasis on the mathematical or structural content of our theories. Since
there is (says Worrall) retention of structure across theory change, structural
realism both (a) avoids the force of the pessimistic meta-induction (by not
committing us to belief in the theory’s description of the furniture of the world)
and (b) does not make the success of science (especially the novel predictions
of mature physical theories) secem miraculous (by committing us to the claim
that the theory’s structure, over and above its empirical content, describes the
world).

Hence, a form of realism that is only committed to the structure of theories
would not be undermined by theory change. The point is that theories can
be very different and yet share all kinds of structure. The task of providing
an adequate theory of approximate truth at the level of ontology which fits
the history of science has so far defeated realists, but a much more tractable
problem is to display the structural commonalities between different theories.
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Examples supplementing Worrall’s are given by Saunders (1993a) who shows
how much structure Prolemaic and Copernican astronomy have in common, by
Brown (1993), who explains the correspondence between Special Relativity and
classical mechanics, and by Bain and Norton (2001), who discuss the structural
continuity in descriptions of the electron.?! Holgar Lyre (2004) extends Worrall’s
example by considering the relationship between Maxwellian electrodynamics
and Quantum Electrodynamics (QED). Saunders (2003a and 2003b) criticizes
Cao (1997) for underestimating the difficulties with a non-structuralist form of
realism in the light of the history of quantum field theory.

There are in fact numerous examples of continuity in the mathematical
structure of successive scientific theories, but we offer simple examples from
two of the most radical cases of theory change in science, namely the transition
from classical mechanics to Special Relativity, and the transition from classical
mechanics to quantum mechanics.

In classical mechanics if system B is moving at constant velocity vap with
respect to system A, and system C is moving at constant velocity vgc with respect
to system B, then system C is moving at constant velocity vac = vap + vec with
respect to system A. This simple addition law for relative velocities does not
hold in Special Relativity, because the coordinate systems defined by the inertial
frames of reference in which each of the bodies is stationary are not related by
the Galilean transformations:

X = (x — vt)
/

y =Y
/

Z =17
¢ =22

but rather by the (simple) Lorentz transformations:

x =y (x — vt)
V=
7=z
¢ = (@) — /)
where y(v) = %, and c is the velocity of light in a vacuum.
-3

21 Note that although Bain and Norton do not defend ontic structural realism and seem to
return to ‘a property predicated on individual systems’, Bain thinks that ‘the more appropriate
reading would abstract the structure from the individuals a la French and Ladyman’ (2003, 20).

22 For simplicity, we consider the case where one body is moving along the x-axis of the other’s
coordinate system so that B’s y and z coordinates do not change.
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However, when v becomes very small compared to c, or when ¢ tends to infinity,
so that v/c tends to 0, the mathematical structure of the latter clearly increasingly
approximates that of the Galilean transformations. Although the theories are
quite different in their ontological import—for example, Special Relativity does
not allow the definition of absolute simultaneity—there is partial continuity of
mathematical structure. There are a host of such relations that obtain between
classical mechanics and Special Relativity, but now consider the relationship
between quantum mechanics and classical mechanics.23

Neils Bohr self-consciously applied the methodological principle that quantum
mechanical models ought to reduce mathematically to classical models in the
limit of large numbers of particles, or the limit of Planck’s constant becoming
arbitrarily small. This is known as the ‘correspondence principle’. There are
numerous cases in quantum mechanics where the Hamiltonian functions that
represent the total energy of mechanical systems imitate those of classical
mechanics, but with variables like those that stand for position and momentum
replaced by Hermitian operators. Similarly, the equation (known as Ehrenfest’s
theorem), gradV(<r>) = m(d® <r> / dt?), where V is the potential and r is the
position operator, exhibits continuity between classical and quantum mechanics.
It has a similar form to the equation F = ma since in classical mechanics gradV
is equated with F. But the quantum equation involves the expectation values
of a Hermitian operator, where the classical equation features continuous real
variables for position.24

The most minimal form of structuralism focuses on empirical structure, and
as such is best thought of as a defence of the cumulative nature of science in the
face of Kuhnian worries about revolutions (following Post 1971). This is how
van Fraassen sees his structural empiricism, to which we now turn.

2.3.1 From constructive empiricism to structural empiricism

Van Fraassen defines scientific realism as follows: ‘Science aims to give us, in
its theories, a literally true story of what the world is like; and acceptance of
a scientific theory involves the belief that it is true’ (1980, 8). Constructive
empiricism is then contrastively defined thus: ‘Science aims to give us theories
which are empirically adequate; and acceptance of a theory involves as belief
only that it is empirically adequate’ (1980, 12). Claiming empirical adequacy
for a theory is equated by van Fraassen with claiming that: “What it says about

23 See Brown (2005) and Batterman (2002). Batterman discusses numerous examples of
limiting relationships between theories, notably the renormalization group approach to critical
phenomena, and the relationship between wave and ray optics. We return to Batterman’s work
in 4.2.

24 The Poisson bracket provides another example of structural continuity between classical and
quantum mechanics. The correspondence principle and the relationship between classical and
quantum mechanics is beautifully explained in Darrigol (1992).
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the observable things and events in this world, is true’ (1980, 12). In other
words, ‘the belief involved in accepting a scientific theory is only that it ‘saves
the phenomena’, that is that it correctly describes what is observable’ (1980,
4). Note that this means that it saves a// the actual phenomena, past, present,
and future, not just those that have been actually observed so far, so even to
accept a theory as empirically adequate is to believe something more than is
logically implied by the data (1980, 12, 72). Moreover, for van Fraassen, a
phenomenon is simply an observable event and not necessarily an observed one.
So a tree falling over in a forest is a phenomenon whether or not someone actually
witnesses it.

Note that

(a) Scientific realism has two components: (i) theories which putatively refer
to unobservable entities are to be taken literally as assertoric and truth-apt
claims about the world (in particular, as including existence claims about
unobservable entities); and (ii) acceptance of these theories (or at least the
best of them) commits one to belief in their truth or approximate truth in
the correspondence sense (in particular, to belief that tokens of the types
postulated by the theories in fact exist). Van Fraassen is happy to accept
(). It is (ii) that he does not endorse. Instead, he argues that acceptance of
the best theories in modern science does not require belief in the entities
postulated by them, and that the nature and success of modern science
relative to its aims can be understood without invoking the existence of such
entities.2>

(b) Both doctrines are defined in terms of the aims of science, so constructive
empiricism is fundamentally a view about the aims of science and the nature
of ‘acceptance’ of scientific theories, rather than a view about whether elec-
trons and the like exist. Strictly speaking it is possible to be a constructive
empiricist and a scientific agnostic, or a scientific realist and scientific agnos-
tic.26 That said, it is part of van Fraassen’s aim to show that abstaining from
belief in unobservables is perfectly rational and scientific.

(c) Empirical adequacy for scientific theories is characterized by van Fraassen in
terms of the so-called ‘semantic’ or ‘model-theoretic’ conception of scientific
theories, the view that theories are fundamentally extra-linguistic entities
(models or structures), as opposed to the syntactic account of theories, which
treats them as the deductive closure of a set of formulas in first-order logic.
The semantic view treats the relationship between theories and the world in
terms of isomorphism. On this view, loosely speaking, a theory is empirically

25 Both the scientific realist and the constructive empiricist hold that empirical adequacy is a
necessary condition for the success of science and so it is uncontroversial among them that science
has been successful.

26 See Forrest (1994).
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adequate if it ‘has at least one model which all the actual phenomena fit
inside’ (1980, 12).27

Initial criticism of van Fraassen’s case for constructive empiricism concentrated
on three issues:

(i) The line between the observable and the unobservable is vague and the two
domains are continuous with one another; moreover the line between the
observable and the unobservable changes with time and is an artefact of
accidents of human physiology and technology. This is supposed to imply
that constructive empiricism grants ontological significance to an arbitrary
distinction.

(i) Van Fraassen eschews the positivist project which attempted to give an a
priori demarcation of predicates that refer to observables from those that
refer to unobservables, and accepts instead that: (a) all language is theory-
laden to some extent; and (b) even the observable world is described using
terms that putatively refer to unobservables. Critics argue that this makes
van Fraassen’s position incoherent.

(iii) The underdetermination of theory by evidence is the only positive argument
that van Fraassen has for adopting constructive empiricism instead of
scientific realism; but all the data we presently have underdetermine which
theory is empirically adequate just as they underdetermine which theory is
true (this is the problem of induction), and so constructive empiricism is
just as vulnerable to scepticism as scientific realism. This is taken to imply
that van Fraassen’s advocacy of constructive empiricism is the expression of
an arbitrarily selective scepticism.

(i) is rebutted first by pointing out that vague predicates abound in natural
language but clear extreme cases suffice to render their use acceptable, and there
are at least some entities which if they exist are unobservable, for example,
quarks, spin states of subatomic particles, and photons. Second, van Fraassen
argues that epistemology ought to be indexical and anthropocentric, and that
the distinction between the observable and the unobservable is not to be taken
as having direct ontological significance, but rather epistemological significance.
Says van Fraassen: ‘even if observability has nothing to do with existence (is,
indeed, too anthropocentric for that), it may still have much to do with the
proper epistemic attitude to science’ (1980, 19).

For van Fraassen, ‘observable’ is to be understood as ‘observable-to-us’: X is
observable if there are circumstances which are such that, if X is present to us
under those circumstances, then we observe it” (1980, 16). What we can and
cannot observe is a consequence of the fact that:

27 Bueno (1997) offers a more precise explication of the notion of empirical adequacy. See also
Bueno, French, and Ladyman (2002). We return to the semantic approach in 2.3.3.
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the human organism is, from the point of view of physics, a certain kind of measuring
apparatus. As such it has certain inherent limitations—which will be described in detail
in the final physics and biology. It is these limitations to which the “able’ in ‘observable’
refers—our limitations, gua human beings. (1980, 17)

So we know that, for example, the moons of Jupiter are observable because our
current best theories say that were astronauts to get close enough, then they
would observe them; by contrast the best theories of particle physics certainly
do not tell us that we are directly observing the particles in a cloud chamber.
Analogous with the latter case is the observation of the vapour trail of a jet in
the sky, which does not count as observing the jet itself, but rather as detecting
it. Now if subatomic particles exist as our theories say they do, then we detect
them by means of observing their tracks in cloud chambers, but, since we can
never experience them directly (as we can jets?8), there is always the possibility
of an empirically equivalent but incompatible rival theory which denies that
such particles exist. This fact may give the observable/unobservable distinction
epistemic significance.

(ii) is rebutted by arguing that matters of language are irrelevant to the issue at
hand. The observable/unobservable distinction is made with respect to entities
not with respect to names or predicates.

(iii) is the most serious problem for van Fraassen. Note first that, contrary to
what is often claimed, van Fraassen does not accept that inference to the best
explanation is rationally compelling in the case of the observable world while
denying it this status for the case of the unobservable world.?® Furthermore,
van Fraassen does not appeal to any global arguments for antirealism such as
the underdetermination argument or the pessimistic meta-induction. He rejects
realism not because he thinks it irrational but because he rejects the ‘inflationary
metaphysics’ which he thinks must accompany it, that is, an account of laws,
causes, kinds, and so on, and because he thinks constructive empiricism offers
an alternative view that offers a better account of scientific practice without such
extravagance (1980, 73). Empiricists should repudiate beliefs that go beyond
what we can (possibly) confront with experience; this restraint allows them to
say ‘good bye to metaphysics’ (1989; 1991, 480).

What then is empiricism and why should we believe it? Van Fraassen suggests
that to be an empiricist is to believe that ‘experience is the sole source of
information about the world’ (1985, 253). The problem with this doctrine is
that it does not itself seem to be justifiable by experience.3® However, as we
discussed in Chapter 1, he has lately argued that empiricism cannot be reduced to

28 Van Fraassen adopts a direct realism about perception for macroscopic objects: ‘we can and
do see the truth about many things: ourselves, others, trees and animals, clouds and rivers—in the
immediacy of experience’ (1989, 178).

29 See Psillos (1996), (1997) and Ladyman et al. (1997).

30 Jennifer Nagel (2000) discusses the problem of how an empiricist can claim to know what
counts as experience.
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the acceptance of such a slogan, and that empiricism is in fact a stance in Husserl’s
sense of an orientation or attitude towards the world.3! Regarding empiricism as
a stance is indeed, as we saw, intended to immunize it to certain sorts of criticisms
that are appropriate only for doctrines. However, this move is not meant to deny
the appropriateness of justification and criticism altogether. Ladyman (2000) has
identified internal tensions within van Fraassen’s version of empiricism which
we now interpret as identifying ways in which a defender of the empiricist
stance should be dialectically led, by her own lights, towards the synthesis of the
empiricist and materialist stances that we promote (that is, to our ‘scientistic’
stance and ontic structural realism).

Constructive empiricism is supposed to offer a positive alternative to scientific
realism that dispenses with the need for metaphysics. Itis a positive view of science
which is intended to free us from the need to articulate accounts of laws, causes,
and essential properties that take seriously the apparent modal commitments
of such notions. This promised liberation from metaphysics through scepticism
about objective modality is fundamental to van Fraassen’s empiricism: “To be
an empiricist is to withhold belief in anything that goes beyond the actual,
observable phenomena, and to recognise no objective modality in nature’
(1980, 202).

Ladyman (2000) argues that to apply the empiricist stance consistently one
must, in spite of what van Fraassen says here, recognize objective modality
in nature. This is largely because constructive empiricism recommends, on
epistemological grounds, belief in the empirical adequacy rather than the truth of
theories, and hence requires that there be an objective modal distinction between
the observable and the unobservable. In their reply to Ladyman, Monton and
van Fraassen concede that it is possible to combine constructive empiricism
with a commitment to objective modality. Ladyman (2004) suggests that this is
tantamount to a form of structural realism (see also Giere 1985, 83), and this
is the view that we will defend here. Such modal structural realism allows us to
take account of the insights of van Fraassen’s advocacy of the semantic approach
to scientific theories (1979) and structural empiricism (2006), by means of
which he illuminates the representational character of science, and the nature of
the continuity of scientific theories through time, respectively. Hence, we will
argue that ontic structural realism ought to be understood as modal structural
empiricism, and that this view can claim all the advantages of constructive
empiricism and scientific realism without being prone to the problems that those
views respectively face.

Constructive empiricism emphasizes the description science gives of relations
among phenomena. Van Fraassen (2006) proposes the following ‘requirement

31 See van Fraassen (1994), (1995), (1997), and (2002), and see the symposium in Philosophical
Studies (2004) for critical comments by Peter Lipton, Paul Teller and Ladyman, and a reply by van
Fraassen.
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upon succession: The new theory is so related to the old that we can explain the
empirical success of the old theory if we accept the new’ (298). He goes on
to say:

So we can reply to Worrall: YES, there is an accumulation of knowledge through science,
but it is knowledge about the observable phenomena. You did make a good point: there
is an accumulation going on throughout all those deep theoretical changes. Moreover this
requirement upon theory succession should satisfy the ‘No Miracle’ intuition! The success
of science is not a miracle, because in any theoretical change both the past empirical
success retained and new empirical successes were needed as credentials for acceptance.

(298-9)

So he argues that what he calls ‘structural empiricism’ can account for the kind
of continuity of structure among scientific theories to which Worrall draws
attention. Citing other examples, such as the ¢ — o0 limit of the Special Theory
of Relativity, from which Newton’s mechanics and the Galilean transformations
can be recovered, and the limit of quantum mechanics as Planck’s constant tends
towards zero, from which classical Hamiltonian mechanics can be recovered,
van Fraassen argues that in each case an old theory’s empirical success is
explained by the successor theories, thanks to structural continuities between
their representations. He also argues that structural representation and its limits
are ubiquitous in science.

In his John Locke lectures (2008), van Fraassen emphasizes the history of the
underdetermination problem in the debates of the early twentieth century over
whether it is possible to determine empirically the correct geometry of physical
space. There was then growing currency for the idea that science represents the
empirical world as embeddable in certain abstract models, where the latter are
structures only knowable up to isomorphism. However, Weyl argued in this
context that if science describes its subject matter only up to isomorphism,
then whatever it is that distinguishes colours from points in the projective
plane cannot be revealed by science, and must therefore be known by intuition.
Similarly, Russell famously argued with Poincaré about the geometry of physical
space, contending that we could only know the real congruence relation from
isomorphic ones through intuition, whereas Poincaré maintained that asking
what is the right congruence relation is like asking how to spell the letter ‘a’ (cited
in Coffa 1993, 20-1). There is an analogy here with the debate between Frege
and Hilbert about the meaning of mathematical terms. The former thought that
their meaning must be known through intuition in advance since the axioms
could only be true or false if they already had a reference, whereas the latter
thought that the terms obtained their meaning just through the axioms. Van
Fraassen’s solution to this problem is to appeal to pragmatics as what fixes the
reference of theories over and above their structural representation of the world.
Of course, he only regards them as referring to the structure of the relevant
phenomena.
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2.3.2 What’s really wrong with constructive empiricism?

In the following sections we explain what we regard as the most serious problems
for constructive empiricism and argue that supplementing van Fraassen’s empiri-
cism with a commitment to objective modality is the best way of responding
to them.

2.3.2.1 Selective scepticism and common-sense realism

It is clear that Worrall intended to go further than structural empiricism since
his advocacy of structural realism explicitly referred to the need for some form of
realism to satisfy the no-miracles argument. Van Fraassen denies that there must
be some explanation in terms of unobservables for the ‘persistent similarities’ in
the phenomena (1985, 298). However, realists argue that the only reason for
accepting the objective existence of such everyday objects as tables is to explain
such persistent similarities. Therefore, it might seem that all the good arguments
for the existence of tables carry over to the existence of electrons and, similarly,
any argument for withholding belief in the latter likewise motivates scepticism
about the former, because of the strong empirical equivalence of hypotheses like
that of Descartes’ evil demon. The belief in everyday objects allows us to explain
many observable phenomena that would otherwise be inexplicable. Why should
such explanation be ruled out for the unobservable world? So, the realist claims,
the constructive empiricist is epistemically erratic, because scientific realism is
nothing more than the analogue of common-sense metaphysical realism in the
unobservable domain. This view is expressed by Worrall: ‘Nothing in science is
going to compel the adoption of a realist atticude towards theories ... But this
leaves open the possibility that some form of scientific realism, while strictly
speaking unnecessary, is nonetheless the most reasonable position to adopt’ (1984,
67). (Note Worrall’s partial anticipation here of van Fraassen’s ‘stance stance’
to the controversy between empiricism and realism as discussed in Chapter 1.)
In order to make sense of our perceptions we are not compelled to assume the
existence of a real, external world; nonetheless, this seems the most reasonable
position to take. So, the question at this stage in the dialectic between the
scientific realist and van Fraassen is whether van Fraassen’s scepticism about
unobservables is like Cartesian or inductive scepticism in being radically at odds
with what is reasonable according to common sense. If the realist could show
that it is he would win the argument.

Since Locke’s time, many have been prepared to settle for the claim that the
existence of objects is the best explanation of the regularities in our experience.
However, the need to infer the existence of objects only arises in the first place
if direct realism is abandoned. Locke accepted that we do not directly perceive
external objects, and that many of our ideas of the properties they have are
mistaken. Only if we have been similarly persuaded to abandon the manifest
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image and hence the common-sense view of the world is there any need for us
to infer the existence of everyday objects. Of course there are many techniques
that can be deployed to make us doubt that our experience of the world shows
us reality rather than mere appearances. Once we have been convinced by
such arguments, various replacements for common sense are possible. Perhaps
everything is an idea in the mind of God, or part of a computer simulation. The
only reason why one would be persuaded to abandon direct realism and replace
it with indirect realism, and not idealism or something else, is that the same
scientific story that makes us think that objects don’t really possess colours also
seems to give us an account of what tables and the like really are.

So the explanation of our experience provided by indirect realism was always
really a promissory note for the explanation that science will one day give in
terms of a basic ontology of atoms. Locke only articulated causal or indirect
realism because he saw his job as giving a philosophy apt for the science of his
day. His commitment to the existence of mind-independent tables, trees, and
stones is really a commitment to the entities of which they are composed. He
concedes that many of the properties we attribute to common-sense objects are
not really possessed by them unperceived. However, aggregates of corpuscles
can do duty for them and they at least possess the properties of extension,
position, and motion that the objects we see around us display. Hence, his
indirect realism just is scientific realism. So the attempt to show that without
IBE van Fraassen has no right to believe in tables is a mistake. One only needs
IBE to defend indirect realism if one has already assumed that the scientific
story about how collections of atoms cause ideas of colour, solidity, and so
on in us is more or less true and not merely empirically adequate. It is not
van Fraassen who is at odds with the common sense view of everyday objects,
but the scientific realist who claims that the table is mostly empty space, and
that matter, space, and time and all other physical phenomena are nothing like
how they seem. Scientific realism is like a radical sceptical hypothesis, but one
that we are encouraged to take seriously because of the astounding success of
science.

Arguably, common sense requires that epistemologists acknowledge the verac-
ity of many everyday first-order knowledge claims about tables, trees, and stones.
As we have seen, realists argue that van Fraassen’s epistemology violates this
condition because they claim that without IBE we have no warrant for believing
in everyday objects. When it comes to unobservable objects, van Fraassen allows
that both belief and agnosticism are rational. However, it is noteworthy that
he is not prepared to be so permissive when it comes to tables. Recall that he
adopts a direct realism about perception for macroscopic objects: “We can and
do see the truth about many things: ourselves, others, trees and animals, clouds
and rivers—in the immediacy of experience’ (van Fraassen 1989, 178). The
manifest image of a world of objects is not inferred. This means that many of our
first-order knowledge claims about everyday objects are indeed true, and about
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these he is in no danger of conflicting with common sense. Indeed, he can even
say that it is irrational not to believe in everyday objects.

2.3.2.2 Selective scepticism and inductive libertarianism

Van Fraassen’s response to the charge that he ought to be an inductive scep-
tic in the face of the problem of induction, given his lack of resources for
defeating underdetermination, is to argue for a variety of inductive voluntarism,
according to which ampliative inferences are not irrational so long as they do
not violate the constraints of consistency embodied in logic and probability
theory. Hence he argues that constructive empiricism is not rationally required
but permitted, and the view of science which best expresses empiricist values
(see his 1989 and 2002)—that is, implements the empirical stance. There
has been dispute about whether this last claim is sustainable. (See Alspector-
Kelly 2001, and Ladyman forthcoming a). Consider the following range of
views about a theory T which has been tested and fits the phenomena so far
observed:

T is true.

The world is as if T but T is false.

T is empirically adequate.

T is empirically adequate in region of spacetime X.
T is empirically adequate up to time t.

T is adequate to all actually observed phenomena.

Strict empiricism is an unwillingness to go beyond what experience tells us.
Constructive empiricism is a compromise between strict empiricism and a prior
commitment to the rationality of science. Why is constructive empiricism a
better expression of empiricist values than actualist empiricism which holds fast
to the last of the commitments above, but which nonetheless goes beyond strict
empiricism?

Imagine the following scenario. You have a light box. This is a device which is
lined on the inside with light-absorbent material, and also contains a light source.
There is an eye-piece to allow an observer to look inside, and finally a copper
bar is set into a recess in the base of the box. If the light is on and the bar is
raised the observer sees it, but if the bar is not raised then what the observer sees
is the same whether or not the light is on. The room is well lit, you are a careful
observer, conservative by nature, and you have devoted your life to studying the
physics of light. You have learned and tested the best theories of optics, and spent
twenty years working on quality control in a light-box factory. The box before
you has been tested, and handmade with the finest materials, and it is switched
on. (This is supposed to be a best possible case for induction so if your years
spent in analytic epistemology seminars incline you to add more conditions you

should feel free to do so.)
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Here are some possible judgements you can consider:

(1) There is a box in front of you.
(2) Photon theory is empirically adequate with respect to the box.

(3) Photon theory is empirically accurate with respect to the box on those
occasions when you actually look.

(4) Photon theory is (approximately) true and there are photons in the box.

(5) When you next raise the bar and look you will see it.

Van Fraassen argues that (1) is known because of direct realism. With such claims
in such favourable conditions it seems he even thinks that knowledge will iterate
so that you can know that you know there is a box in front of you. In so far as
(1) is concerned van Fraassen says nothing that conflicts with common sense.
He thinks the empiricist ought to believe (2), but it is not clear why they don’t
stop at (3) since that says as much that is in fact empirically tested as (2). Both
(2) and (3) entail (5) so the empiricist will believe that. He thinks that although
it is not irrational to believe (4) if you have a commitment to explanations,
empiricists shouldn’t endorse it. It is interesting to consider what van Fraassen
can say about whether or not first-order knowledge claims involving (2), (4), and
(5) can be true. Suppose we live in a world where there are photons, and scientific
realists believe in them. Suppose too that they have acquired their beliefs in the
same way as the constructive empiricists acquired their belief in the empirical
adequacy of photon theory, but the realists just made the extra leap to belief in
unobservables. (Suppose they have not read The Scientific Image and think IBE
is compelling and that acceptance entails belief in truth.) The scientific realists
are not irrational but can they be said to know (4)?

It may seem that the whole point of van Fraassen’s philosophy of science is to
say that, while photons might exist, and there is nothing irrational about believing
in them, we can’t know that there are photons because they are unobservable.
However, he allows that in principle there is no difference between belief in
(2) and belief in (4), in the sense that nothing in the nature of rationality
requires anyone to believe either. Now, because of his voluntarism, van Fraassen
has to allow that the person who abstains from inductive inference is perfectly
rational. Hence, the person who observes the behaviour of the box, learns the
theory of photons, derives predictions, confirms them, and so on, can still refuse
to endorse not only (2) and (3), but also (5), and not thereby be irrational.
He must also allow that even the person who refuses to form expectations
according with (5) and instead predicts that the next time they raise the bar
they will not see it is not thereby irrational. Whether or not we think that
scientific realism is correct, the denial of (5), and the assertion of its contrary,
in the face of all the evidence, without some explanation of why things will be
different next time, is surely irrational. In any case, if van Fraassen denies that
first-order knowledge claims about photons are true, even if photons exist, just
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because belief in them goes beyond the evidence, then he must similarly deny
that first-order knowledge claims about (2) and (5) are also false, even if (2) and
(5) are themselves true. (That he does indeed think this is suggested by this
remark: ‘Empirical adequacy goes far beyond what we can know at any given
time’ (1989, 69).)

This is an unacceptable consequence, for it means that even in ideal circum-
stances for induction nobody ever knows anything about unobserved cases even
though their beliefs about them are true. Furthermore, it makes van Fraassen’s
scepticism about unobservables uninteresting because it amounts to the claim
that nobody knows that electrons exist in just the same way that nobody knows
that any scientific theory is empirically adequate, or even that the next time
you raise the bar you will see it. There would then be no epistemic asymmetry
between belief in unobservables and belief in empirical adequacy.

On the other hand, suppose van Fraassen allows that first-order knowledge
claims like ‘you know that the next time you raise the bar you will see it’ or
‘you know that the photon theory is empirically adequate’ can be true. Since no
rule compels us to arrive at these claims, and since to have inferred nothing or
indeed the contrary would have been equally rational according to him, then all
that could make them known is that they are in fact true beliefs. It follows that
if there are electrons, and scientific realists believe in them, then ey know they
exist. Hence, van Fraassen’s philosophy of science can’t consist in the claim that
we can’t know there are unobservables. It must then be committed to the claim
that we can’t know that we know there are photons. However, van Fraassen
concedes that we can’t know that we know a theory is empirically adequate
either, so again it seems as if the claim that photons exist and the claim that
photon theory is empirically adequate are epistemically on a par. We can’t know
that we know either but if in fact the claims are true then we can know them.
The mere fact that belief in photons goes further than belief in the empirical
adequacy of photon theory will not be enough to show that the latter belief can
be knowledge and the former cannot, because the mere fact that belief that the
theory is empirically adequate goes further than the belief that the theory has
been empirically adequate up to now, is not enough to show that the latter belief
can be knowledge and the former cannot.

Van Fraassen’s voluntarism commits him to znductive libertarianism: whatever
constraints govern inductive inferences are not rational constraints. Inductive
libertarianism cannot impugn the rationality of deviant induction and so wishful
thinking is as rational as critical realism, and someone who capriciously disregards
all the evidence and counter-inducts cannot be criticized for irrationality so long
as their synchronic degrees of belief remain consistent. On van Fraassen’s view,
then, someone who forms grue-type hypotheses, finds them continually falsified,
but persists in forming new ones is just as rational as the follower of standard
inductive practices. The grue-type believer only becomes irrational if they fail to
abandon their specific belief if it is falsified. If van Fraassen’s position allows us
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truthfully to claim to know the results of induction, this is only because he has
weakened the notion of knowledge to its breaking point.

When we test inductive inferences we can often freely choose which of the as
yet unobserved cases to observe. That we are so often able to identify regularities
in phenomena and then use them for prediction needs to be explained. In a
world without nomic connections all our inductive knowledge would be lucky
knowledge, which is to say not knowledge at all. On the other hand, if we
believe that there are real necessary connections between phenomena, then we
are positively justified in making inductive inferences provided we are careful in
doing so. What being careful means is something we learn by induction based on
sometimes bitter experience. Of course, IBE cannot be used to defend infallibilism
about inductive knowledge. However, inductive inference is rationally required
in a best-case scenario like that of the light box.

There is a connection between these issues concerning induction and the
discussion in the previous section concerning common-sense realism. The most
obvious response to phenomenalism or idealism is to appeal to the fact that
you can close your eyes, open them at random, and everything is pretty much
just as it was. The best reason we have for thinking the table must be there
when we aren’t looking is that we can predict that it will be there when
we do look, and there is intersubjective agreement about this. The table is
an invariant under significant transformations of both it and observers. It is
supposed to be the existence of things, whether everyday or scientific, that
explains all of this, but what really does the explanatory work is not the things
buct their stable causal powers. We only know, if we know, about unobservable
objects (unlike tables) in virtue of our theories about them.32 Since we only
understand the entities as we do because of the way they are supposed to relate
to our observations, belief in the unobservables entailed by our best scientific
theories entails belief that those theories are at least approximately empirically
adequate, in other words that there really are the relations among the phenomena
the theories attribute to the world. If those relations were merely randomly
correlated with the objects then the claim that the objects exist could not
count as an explanation of what is observed. It is noteworthy that scientific
realists often invoke thick non-Humean notions of causation in their attempts
to convince us that unobservables exist. However, we need not go so far as belief
in objects, observable or not. The positing of stable modal relations among the
phenomena will do just as well. The history of science undermines not only
materialism and classical views of space and time, but also the claim that science
describes the true objects that lie beyond the phenomena. We may know little
else about the nature of reality but we are warranted in supposing that it has
a modal structure which is detailed to some extent by folk knowledge and by
science.

32 Entity realism notwithstanding.
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2.3.2.3 Constructive empiricism and the metaphysics of modality3?

Recall that van Fraassen rejects realism not because he thinks it irrational but
because he rejects the ‘inflationary metaphysics’ which he thinks must accompany
it (an account of laws, causes, kinds, and so on), and because he thinks
constructive empiricism accounts for scientific practice without metaphysics.
Scientific realism is associated with the view that science answers fundamental
metaphysical questions concerning space and time, the nature of matter, and so
on.34 Furthermore, those realists who employ laws of nature, causes, natural kinds,
and essential properties as substantial parts of their explanation of the success of
both particular scientific theories and science as a whole, are thereby committed
to a metaphysics of de re modality independently of their endorsement of any
particular scientific theory.35 Van Fraassen, on the other hand, in fine empiricist
and positivist style, regards natural modalities of all kinds as metaphysical
conceits. Following Ladyman (2000), here we argue that in order to circumscribe
the observable in a principled way, as constructive empiricism requires, it is
necessary to endorse some modal facts that are theory-independent.

According to constructive empiricism, the judgement that scientific theories
are empirically adequate— that they ‘save the phenomena’—is not supposed to
concern anything beyond what is actual: ‘Empirical adequacy concerns actual
phenomena: what does happen, and not, what would happen under different
circumstances’ (van Fraassen 1980, 60). The phenomena are what is observable
and van Fraassen argues that something need not actually be observed to
be observable. Rather, we circumscribe the observable by considering what
would happen were certain entities present to us: X is observable if there are
circumstances which are such that, if X is present to us under those circumstances,
then we observe it’ (1980, 16).36

Take the cases of the moons of Jupiter and dinosaurs, and suppose that, as a
matter of fact, nobody actually observes either. Van Fraassen recommends that
we should believe in them anyway on the grounds that they are observable, which

33 See Ladyman (2000), Monton and van Fraassen (2003), Hanna (2004), Ladyman (2004)
and Muller (2005).

34 Indeed a recent introductory text on the philosophy of science defines it as such, namely Cou-
valis (1997, 172).

35 Note that natural kind terms are those that are projectible, hence the modal structure of the
world is to a considerable extent reflected in the structure of everyday and scientific language and
not just in causal or lawlike statements (see 4.5).

36 Note that it seems that the second conditional must be interpreted as a subjunctive conditional
because using the material conditional would have the consequence that any object that was not
actually observed was observable. Strict implication clearly inherits the same problem. The if/then
of conditional probability is not appropriate because whether something is observable or not has
nothing to do with our degrees of belief, and if van Fraassen has another type of conditional in
mind he does not say so. (As we also mention in 2.3.3, Carnap’s project of eliminating theoretical
terms in scientific theories by explicitly defining them in terms of actual and possible observations
faced a similar problem with material implication.)
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is to say that there are circumstances such that if, say, the moons of Jupiter
were present to us (suppose yourself to be standing on one of them), then we
would observe them. Hence, two questions arise about the claim that entity X
is observable: (a) is it a theory-independent fact that if X was present to us we
would observe it? And (b), if so how can we know such a fact?

Turning to (b) first, in one of the passages quoted above (in 2.1) van Fraassen
describes the ‘able’ in ‘observable’ as referring to our limitations as measuring
devices, where these are to be described by physics and biology. So, rather than
the philosophical analysis of language, it is science itself that tells us what is
or is not observable. Van Fraassen says: ‘It is only the content of the theory,
the information it contains (and not its structure), which is meant to have the
proper or relevant adequatio ad rem’ (1989, 188). But part of the content of the
theory is how it circumscribes the observable, hence its content is not limited
to information about the actual but also about the possible, in particular about
possible observations. How can van Fraassen rely upon theoretical science, which
he does not believe to be true, to determine the limits of his scepticism?3”

If what is observable or not were a theory-dependent matter (rather than
merely described by theory), then whether a particular object is observable or not
would depend upon which theory we were using to describe it. If this were so
then the distinction between the observable and the unobservable really would
have no epistemic relevance and constructive empiricism could not be sustained.
This is a point that van Fraassen concedes:

To find the limits of what is observable in the world described by theory 7" we must
inquire into 7 itself ... This might produce a vicious circle if what is observable were itself
not simply a fact disclosed by theory, but rather theory-relative or theory-dependent. ... I
regard what is observable as a theory-independent question. It is a function of facts about
us qua organisms in the world. (1980, 57-8)

He goes on to argue that his account of observability is not circular because
he believes what is observable to be an empirical, but nonetheless a theory-
independent, matter. So it seems that (a) above must be answered in the
affirmative; if X is observable then it is an objective fact that if it were present to
us then we would observe it.

Given our assumption about the examples above, the circumstances in which
we would observe the moons of Jupiter and dinosaurs never obtain—they are
counterfactual. Hence, in order to demarcate the observable in a principled way
that can bear the burden placed upon it in the epistemology of constructive
empiricism, and to draw this distinction independently of what has as a
matter of fact been observed (to allow for belief in dinosaurs), the constructive

37 Van Fraassen needs to make the observable/unobservable distinction with respect to theories,
so as to demarcate their empirical substructures, and with respect to the world, so as to demarcate
the unobservable objects. Otherwise the notion of empirical adequacy would be inapplicable in
practice.
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empiricist is committed to believing at least some counterfactuals implied by
scientific theories. Unless she takes such modal facts as that expressed by the
sentence ‘if a dinosaur were present to me then I would observe it’ to be
objective and theory-independent, her epistemic attitude will depend upon a
distinction that is entirely arbitrary. Yet according to van Fraassen’s analysis
of statements of physical necessity, a counterfactual conditional of the form ‘if
the moons of Jupiter were present to us (in the right kind of circumstances)
then we would observe them’ ought to be construed as follows: there is no
wortld which is physically possible relative to this world in which the moons
of Jupiter are present to us (in the right kind of circumstances) and we fail to
observe them.

Buct this in turn just reduces to the logical necessity of the conditional that
has the laws of nature conjoined with the relevant class of initial conditions
as antecedent, and our observing the moons of Jupiter as consequent. Since
the constructive empiricist doesn’t believe that the laws of nature are objectively
different from any other regularities, she ought no more to believe this conditional
than to believe another which has different regularities in the antecedent and
as consequent that the moons of Jupiter are not present to us. Yet the former
conditional entails that the moons of Jupiter are observable and the latter that
they are not. Which one holds follows in part from the bits of the theories
in question from which the constructive empiricist withholds belief, after all:
‘So far as empirical adequacy is concerned, the theory would be just as good
if there existed nothing at all that was either unobservable or not actual’
(1980, 197).

To summarize, although the constructive empiricist need not be committed
to the full truth of theories to demarcate the observable, she is committed to
belief in some of their modal implications. In other words, she is committed to
belief in more than just what theories say about what is observable and actual,
in order to discern what they do say about what is observable and actual. But,
according to what van Fraassen says about modality, cither there is simply no
objective fact of the matter about what would happen under counterfactual
circumstances, or, even if he were to allow that there are objective modal facts
which determine the truth values of counterfactuals, it is totally incompatible
with constructive empiricism to allow that we could k70w about such things since
that would amount to allowing that scientific theories tell us about more than the
actual phenomena. Hence, constructive empiricism is either inconsistent with
van Fraassen’s repudiation of objective modality, because what is observable is an
objective matter after all, or it is viciously circular, because what is observable is
theory-dependent. It seems that van Fraassen must abandon either constructive
empiricism or his modal antirealism.

There are, moreover, other tensions between van Fraassen’s views on modality
and aspects of his philosophy of science. Scientists always look for theories of the
observable, not the observed; in other words, theories always involve modalities.
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This fact is utterly mysterious on van Fraassen’s empiricist view.3® To expand
on this point: scientists almost never formulate theories that only refer to what
actually happens in the world; instead theories are always modalized in the
sense that they allow for a variety of different initial conditions or background
assumptions rather than just the actual ones, and so describe counterfactual
states of affairs. But no observable phenomena could allow us to distinguish in
our epistemic attitude between theories that agree about everything that actually
happens but disagree about what would happen under possible but counterfactual
circumstances. Recall that for van Fraassen ‘to be an empiricist is to withhold
belief in anything that goes beyond the actual, observable phenomena’ (1980,
202). Hence, if empiricism were correct we would expect that scientists would
and should be content with theories of the actually observed (past, present, and
future).

Suppose some scientists had it in their power to create conditions in a
laboratory that they knew had never obtained anywhere before, and moreover,
that they knew these conditions would never obtain at all unless they created
them. Suppose also that their (up to now empirically adequate) theory predicted
an outcome for such an experiment. If it were true that these hypothetical
scientists wanted a theory adequate only to all actual observable phenomena,
then they would be motivated not to carry out this experiment in case their
theory was proved wrong. But of course no good scientist would refrain from
doing the experiment; it seems that scientists do want theories that are adequate
to all possible phenomena and not just the actual ones. Perhaps van Fraassen
would explain this fact by saying that scientists want theories that are empirically
strong. But the extra strength of modalized theories can only consist in their
description of possible but non-actual states of affairs which, according to him,
should be of no interest to an empiricist. It may be that it is modalized theories
that are the ones that turn out to be empirically adequate but why this should be
so is a complete mystery from the point of view of van Fraassen’s empiricism.

Empirical adequacy is not achieved by a list of all the actual phenomena. If
the new theory explains the success of the old theory that can only be because it
reproduces the well-confirmed relations among phenomena described by the old
theory. Theories must be modalized because we can choose when to perform a
test of a prediction.

There are several viable interpretations of van Fraassen’s views about modal-
ity,3 but none of them involves belief in any modal statements objectively
construed. According to the modal non-objectivism which van Fraassen advo-
cates in some of his writings about modal matters (1977, 1978, 1981), what is
or is not observable is a consequence of which generalizations are important to

38 This argument draws upon Rosen (1984). See especially pp. 161-2.
39 The texts he cites (1989, n. 35, 365) as presenting his views on modality are chapter 6 of his
(1980) and his (1977), (1978), and (1981).
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us. Clearly this provides no objective basis for demarcating the observable from
the unobservable, and the distinction is theory-dependent. On the other hand,
according to the alternative positions on modality that are suggested in some of
his other writings, the constructive empiricist will either abstain from belief in
the truth of any modal statements or believe them all to be false. So whatever the
exact details of his account of modality it cannot bear the epistemic weight put
upon it in constructive empiricism via the definition of observability. It seems
that even the constructive empiricist must engage in some modal metaphysics
in order to articulate and argue for her epistemic attitude to science. Could she
simply adopt some form of epistemic realism about objective modality to save
constructive empiricism? Monton and van Fraassen (2003) end their reply to
Ladyman by arguing that the best reason to be a constructive empiricist is that it
makes the best sense of science, and that this claim does not depend on modal
nominalism. If modal nominalism is incompatible with constructive empiricism,
then the latter could only make sense of science in conjunction with modal
realism. However, this view, dubbed ‘modal empiricism’ by Ron Giere (1985,
83), is a form of structural realism because according to it the theoretical structure
of scientific theories represents the modal structure of reality. Although Giere is
a scientific realist and van Fraassen is not, both of them are prominent defenders
of the semantic approach to scientific theories. Indeed, although van Fraassen’s
recent defence of his structural empiricism is clearly a response to Worrall’s advo-
cacy of structural realism, the emphasis on structure in understanding scientific
knowledge and representation is notable throughout his work. We argue in the
next section that the semantic approach is the appropriate framework for our
form of structural realism.40

2.3.3 The semantic approach

The so-called ‘syntactic’ (or ‘received’) view of theories was developed by various
logical empiricist philosophers, including especially Rudolf Carnap, Ernst Nagel,
and Hans Reichenbach. These philosophers recognized that some elements of
our theoretical knowledge seem to be independent of the empirical facts. For
example, Newton’s second law states that the force on a body is proportional to
the rate of change of its momentum, where the constant of proportionality is
called the inertial mass. This law cannot be tested in an experiment, because it is
part of what gives meaning to the concepts employed to describe the phenomena.
Hence, it was argued by the logical empiricists that a physical theory can be split
into a part that expresses the definitions of the basic concepts and the relations
among them, and a part which relates to the world. The former part also includes
the purely mathematical axioms of the theory, and trivially all the logical truths

40 Ladyman (1998) introduced ontic structural realism in the context of the semantic approach
to scientific theories.
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expressible in the language of the theory. If this part of the theory constitutes a
priori knowledge, it is purely of matters of convention. The factual content of
the theory is confined to the latter part, so the fundamental empiricist principle
that the physical world cannot be known by pure reason is satisfied.

The logical empiricists tried to use logic to show how the theoretical language
of science is related to the everyday language used to describe the observable
world. They were motivated by the verification principle, according to which a
(non-tautological) statement is meaningful iff it can be verified in the immediacy
of experience, and by the verifiability theory of meaning, according to which
the meaning of particular terms (other than logical constants) is either given in
experience directly, or consists in the way in which those terms relate to what is
given in experience directly.

The idea is that a physical theory will have a canonical formulation such that:

(1) Lis a first-order language with identity and K is a calculus defined for L.

(2) The non-logical terms of L can be partitioned into two disjoint sets, one of
which contains the observation terms, Vo, and the other of which contains
the theoretical terms, V.

(3) There are two sublanguages of L, and corresponding restrictions of K, such
that one contains no V7 terms (L) and the other no Vg terms (V7). These
together of course do not make up L since L also contains mixed sentences.

(4) The observational language is given an interpretation in the domain of con-
crete observable entities, processes, and events, and the observable properties
thereof. An ‘interpretation’ of a language L (in the sense of model theory used
here) is a metalinguistic attribution of a reference to each of the non-logical
terms in L. If the axioms of a theory are true under some interpretation then
it is a model for the theory.

(5) The theoretical terms of L are given a partial interpretation by means of two
kinds of postulates:
(a) theoretical postulates which define internal relations between the V1 terms
and which do not feature Vo terms; and
(b) correspondence rules or bridge principles which feature mixed sentences and
relate the V1 and Vg terms. (These are also known as ‘dictionaries’,
‘operational definitions’, ‘coordinative definitions’, and so on depending
on the author, but all these phrases refer to a set of rules which connect
theoretical terms to observable states of affairs.)

The theoretical postulates are the axioms of the theory, and the purely theoretical
part of the theory is the deductive closure of these axioms under the calculus
K. The theory as a whole, TC, is the conjunction of T and C, where T is
the conjunction of the theoretical postulates and C is the conjunction of the
correspondence rules.
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Initially it was required that the theoretical terms of theories be given
explicit definitions. (This was originally Carnap’s goal but he abandoned it
after his 1936-7.)41 An example of such a definition of a theoretical term
Vi is:

Vx(Vrx <> [Px = Qx])

where P is some preparation of an apparatus (known as a test condition)
and Q is some observable response of it (so P and Q are describable using
only observation terms). For example, suppose it is the explicic definition of
temperature: any object x has a temperature of t iff it is the case that, if x
were put in contact with a thermometer then it would give a reading of t.
If theoretical terms could be so defined, then this would show that they are
convenient devices which are in principle eliminable and need not be regarded
as referring to anything in the world. (This view is often called ‘semantic
instrumentalism’.)

It was soon realized that explicit definition of theoretical terms is high-
ly problematic. Perhaps the most serious difficulty is that, according to this
definition, if we interpret the conditional in the square brackets as material
implication, theoretical terms are trivially applicable when the test conditions
do not obtain (because if the antecedent is false the material conditional
is always true). In other words, everything that is never put into con-
tact with a thermometer has temperature t. (Interpreting the conditional
as strict implication was not an option for the logical positivists since this
means invoking a notion of metaphysical necessity, and in any case does
not help.)

The natural way to solve this problem is to allow subjunctive assertion into
the explicit definitions. That is, we define the temperature of object x in terms
of what would happen if it were to be put into contact with a thermometer;
temperature is understood as a dispositional property. Unfortunately this raises
further problems. First, unactualized dispositions, such as the fragility of a glass
that is never damaged, seem to be unobservable properties, and they give rise
to statements whose truth conditions are problematic for empiricists, namely
counterfactual conditionals such as ‘if the glass had been dropped it would
have broken’ where the antecedent is asserted to be false. Dispositions are also
modal, and the logical empiricists disavowed objective modality. Second, explicit
definitions, dispositional or not, for terms like ‘spacetime curvature’, ‘spin’, and
‘electron’ have never been provided and there are no grounds for thinking that
they could be.

41 For an excellent account see Demopoulos (forthcoming a).
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However, the advocates of the received view did not abandon the attempt
to anchor theoretical terms to the observable world. Carnap’s next attempt
(1936-7) treats correspondence rules as ‘reduction sentences’ of the form:

Px — [Qx — V], Rx — [Sx — —V,]

These do not define theoretical terms but nonetheless connect them with
observational ones and so ensure the former’s cognitive meaningfulness. (This also
avoids the problem of trivial applicability faced by explicit definitions.) Reduction
sentences, together with theoretical postulates, offer a partial interpretation for
them. They are also intended to specify procedures for applying the theory to
phenomena. Theoretical concepts such as those of vital forces and entelechies
were criticized by the logical empiricists because their advocates failed to express
them in terms of precise, testable laws.

Now according to the view developed so far, TC is only fully interpreted
with respect to its Vo terms, which refer to ordinary physical objects (such as
ammeters, thermometers, and the like) and their states; the Vr terms are only
partially interpreted. Consider all the possible interpretations of TC such that the
Vo terms have their normal meanings and under which TC is true; these are the
models of TC. The problem for the advocate of this approach is now that there
will be lots of these models in general so there is no unique interpretation for
the theory as a whole. Hence it would seem to make no sense to talk of it being
true or false of the world. Hempel (1963, 695) and Carnap (1939, 62) solved
this problem by stipulating that TC is to be given an intended interpretation;
theoretical terms are interpreted as (putatively) referring to the entities and so on
appropriate to the normal meanings of them in scientific (and everyday) use.

This entails that the meanings of terms like ‘electron’ that derive from the
picture of electrons as tiny billiard balls or classical point particles are important
in determining the targets of theoretical reference. Once the explicit definition
project is abandoned, then it must be accepted that the meanings of the V1 terms
that do not have testable consequences are nonetheless important in determining
their reference. As Suppe puts it:

When I give a semantic interpretation to TC, I am doing so relative to the meanings I
already attach to the terms in the scientific metalanguage. In asserting T'C so interpreted,
I am committing myself to the meaning of ‘electron’ and so on, being such that electrons
have those observable manifestations specified by TC. (1977, 92)

This version of the received view is committed to ‘excess’ or ‘surplus’ meaning of
theoretical terms over and above the meaning given by the partial interpretation
in terms of what can be observed. (Herbert Feigl (1950) recognized this explicitly
and argued for the view that theoretical terms genuinely refer to unobservable
entities as a consequence.)
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Perhaps the most widespread criticism of the received view is that it relies upon
the distinction between observational and theoretical terms. This distinction is
supposed to correspond to a difference in the way language works; the former
terms are more or less defined ostensibly and directly refer to observable features
of the world, while the latter are defined indirectly and refer to unobservable
features of the world. Examples of the former are supposed to include ‘red’,
‘pointer’, ‘heavier than’; examples of the latter would include ‘electron’, ‘charge
density’, ‘atom’. It has been widely argued (for example by Putnam 1962) that
there is no objective line to be drawn between observational and theoretical
language, and that all language is theory-dependent to a degree. Moreover,
eliminating theoretical terms, even if it were possible, would not eliminate talk
of the unobservable, because it is possible to talk about the unobservable using
Vo terms only, for example by saying there are particles that are too small to see.

Whether or not the distinction between observational and theoretical terms can
be drawn in a non-arbitrary way, the received view also faces criticism concerning
the correspondence rules. These were supposed to have three functions: (i) to
generate (together with the theoretical postulates) a partial interpretation of
theoretical terms, (ii) to ensure the cognitive significance of theoretical terms by
connecting them with what can be observed, (iii) to specify how the theory is
related to the phenomena. There are several problems in respect of (iii). First,
if it is true that correspondence rules are part of the theory, then whenever
a new experimental technique is developed in the domain of the theory, and
the correspondence rules change to incorporate the new connections between
theoretical terms and reality, the theory will change. We don’t suppose there is
any fact of the matter here; but it is surely a sound pragmatic objection that
this suggests the collapse of the highly useful distinction between theories and
models. Another problem, raised by Suppe (1977, 104), is that there are typically
an indefinite number of ways of applying a theory, and so there ought to be an
indefinite number of correspondence rules; but the formulation of the received
view requires that there are only finitely many. Furthermore, a theory is applied
to phenomena by using other theories to establish a causal chain between the
states of affairs described by the theory and the behaviour of some measuring
apparatus. For example, theories of optics are needed to link the occurrence of
line spectra with changes in the energy states of an electron. The correspondence
rules in this case will incorporate principles of optics and will themselves offer
mechanisms and explanations for the behaviour of measuring devices. Suppe
concludes that correspondence rules are not part of the theory as such, but rather
they are auxiliary assumptions about how the theory is to be applied.

Many people, notably Nancy Cartwright (1983, 1989), have argued that the
received view is misleading about how scientific theories are applied, because it
is rarely if ever the case that it is possible to derive some concrete experimental
prediction from a theory simply by the provision of auxiliary assumptions about
background conditions. Rather, it is argued, the connections between abstract
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theory and concrete experiment are complex and non-deductive, and involve the
use of many theories, models, and assumptions that are not formulated as part of
the original theory.

The basis for the demise of the syntactic view and the origins of the semantic
approach have been clearly set out by Fred Suppe (1977). The latter begins
with Beth who was concerned to provide ‘a logical analysis—in the broadest
sense of this phrase—of the theories which form the actual content of the
various sciences’ (Beth 1949, 180), and with Patrick Suppes who pioneered the
set-theoretic representation of theories later developed by Sneed, Stegmiiller, and
others. Two main desiderata, the need for appropriate formalizations of scientific
theories (‘logical analysis’), and the goal of accurate accounts of how they are
regarded in practice (the ‘actual content’), motivate the semantic approach. Van
Fraassen elaborated and generalized Beth’s approach, arguing that theories and
models are essentially mathematical structures, and that experiments produce
data models which are abstract structures. A theory is empirically adequate to the
extent that the latter models are embeddable in the former (1980, ch. 3). (He
also showed how to unite models in a common state-space in terms of which
laws of coexistence and succession can be represented (see, for example, 1989).)
Van Fraassen’s later work incorporates Giere’s understanding of a theory as
consisting of a theoretical definition, which defines a certain class of systems, and
a theoretical hypothesis, which asserts that certain kinds of real systems are related
in certain ways to certain members of that class. For example, the theoretical
definition might define the models of a simple harmonic oscillator, and the
theoretical hypothesis might assert that pendula are approximately modelled
by that class when variables in the model are taken to represent a pendulum’s
bob’s mass and the length of its string (Giere 1988b). Suppe (1989) develops
the notion of a relational system, which consists of a set of possible states on
which various sequencing relations are imposed. Although, van Fraassen, Suppe,
and Giere divide along different lines in the realism debate, each using the
semantic approach for different ends, the core idea which binds them together
is the claim that theories are better thought of as families of models rather than
as partially interpreted axiomatic systems. That is, theories are not collections
of propositions or statements, but are ‘extralinguistic entities which may be
described or characterised by a number of different linguistic formulations’
(Suppe 1977, 221).

French and Ladyman (1997, 1998, 1999) and Bueno et al. (2002) have argued
that by focusing on the relational structure of mathematical models, a unitary
account of the various senses of the word ‘model” as used in scientific practice
can be given, as well as an illuminating account of scientific representation
and idealization. In this they follow Patrick Suppes who introduced his essay
‘A Comparison of the Meaning and Use of Models in Mathematics and the
Empirical Sciences” with a series of quotations referring to different kinds of
models, proceeding from models in the sense of model theory in mathematical
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logic, to ones drawn from physics and through to social science models; and
claimed that

the concept of model in the sense of Tarski may be used without distortion and as a
fundamental concept in all of the disciplines from which the above quotations are drawn.
In this sense I would assert that the meaning of the concept of model is the same in
mathematics and the empirical sciences. The difference to be found in these disciplines is
to be found in their use of the concept. (Suppes 1961, 165)

In the context of the syntactic approach, within which a theory is taken to be a set
of sentences, realism amounts to the commitment to standard (correspondence)
referential semantics, and to truth, for the whole theory. How should we
understand questions about the relationship between theoretical objects and the
world in terms of the semantic conception of theories? Giere addresses this issue
in his writings on the semantic approach. Unlike van Fraassen, he seems to accept
that the semantic approach transforms the terms of the scientific realism debate.
In particular, Giere (1985) argues that it is unreasonable to expect all theoretical
representation in science to fit the mould in which philosophers cast linguistic
representation; Tarskian semantics is not appropriate for a consideration of
the representative role of the tensor calculus and differential manifolds or
Hilbert space. One reason for this is that Giere’s ‘constructive realism’ stops
short of asserting that real systems resemble models in all respects. Instead,
he claims that models are at best similar to real systems in many or most
aspects.

Giere’s version of the semantic approach relies on a notion of similarity
in specified respects and to specified degrees. French and Ladyman deploy
the notion of partial isomorphism or partial homomorphism to represent the
relationships between theoretical structures and models of the phenomena.42 In
his original paper on structural realism, Worrall argues that, ‘[m]uch clarificatory
work needs to be done on this position, especially concerning the notion of one
theory’s structure approximating another’ (1989). The approach of French and
his collaborators (see also da Costa and French 2003) represents inter-theoretical
relationships as partial morphisms holding between the model-theoretic structures
representing the theories concerned. They offer case studies such as high-energy
physics (French 1997), and the London and London theory of superconductivity
(French and Ladyman 1997).43

42 Partial isomorphism is introduced and applied to the history of superconductivity in French
and Ladyman (1997), and see also French and Ladyman (1998); partial homomorphism is
introduced in Bueno et al. (2002).

43 In our view the supposed independence of models from theory is much exaggerated. For
example, the recent collection edited by Morgan et al. (1999) contains numerous references to the
idea that models are ‘autonomous agents’. Taken literally this claim seems absurd; since models
don’t do anything they can’t be agents. However, we take it that it is meant to suggest that models
have a sui generis role in scientific practice, and that their development is often independent of
theoretical considerations. Of course, it is quite correct to point out that in general models cannot
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However the details of the semantic view are developed (and we think that
lots of formal and informal approaches may be useful, perhaps, for example,
using category theory rather than set theory for some purposes),*4 the important
implications of the view for our position in this book are:

(a) The appropriate tool for the representation of scientific theories is mathe-
matics.

(b) The relationships between successive theories, and theories at different
scales whether spatio-temporal or energetic, are often limiting relations
and similarities of mathematical structure (formally captured by structure-
preserving maps or morphisms of various kinds), rather than logical relations
between propositions.

(c) Theories, like Newtonian mechanics, can be literally false as fundamental
physics, but still capture important modal structure and relations.

The syntactic view demands quantification over a domain of individuals, whether
theoretical and observable objects in a physicalist version, or sense-data in a
phenomenalist version. The semantic view encourages us to think about the
relation between theories and the world in terms of mathematical and formal
structures. Giere claims, and we agree, that once the semantic approach is adopted
the crucial issue is whether or not theoretical models tell us about modalities.
He argues that they do and states that (his) ‘[cJonstructive realism is thus a
model-theoretic analogue of the view advocated by Grover Maxwell’ (1985,
83). Therefore, he says, constructive realism is a species of structural realism
(ibid.). Van Fraassen (1989, 1991) also emphasizes this issue, and, as we discuss
in 2.3.2, argues that modality is solely a feature of models. In this respect his
empiricism resembles logical empiricism, but the former’s incorporation of the
semantic approach is a crucial difference between them. We follow van Fraassen
in this but our commitment to objective modality is a further departure from
logical empiricism.

2.3.4 Real patterns, structures, and locators

It is not part of our realism that every time a scientist quantifies over something
in formulation of a theory or hypothesis she is staking out an existential

be simply deduced from theories together with background assumptions. On the other hand, it is
quite wrong to suggest that it is the norm for the development of models to be entirely independent
of theoretical matters, and indeed the case of the development of the London and London model
of superconductivity cited by Morrison and Suarez in their papers in the above volume is one
for which French and Ladyman (1997) argue in detail that theoretical considerations played an
important role.

44 An especially useful reference is Ruttkamp (2002). Her explication of the semantic theory is
both elegant and comprehensive, and develops its philosophical significance by application to the
recent arguments between realists and disunity theorists like Cartwright, rather than just to the
more dated realist criticisms of the logical empiricist model of scientific theories.
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commitment. As we argue in Chapter 5, especially in special sciences one must
often explore the way theories are practically put to work in some detail to
tease out their ontological commitments; one cannot just read them off textbook
formulations of theories. Indeed, we will argue that, semantic appearances
notwithstanding, we should not interpret science—either fundamental physics or
special sciences—as metaphysically committed to the existence of self-subsistent
individuals.

To help us track the distinction between reference that is merely apparent
from linguistic/propositional formulations of theories, and genuine ontological
commitment in science, we will rehabilitate practice from early twentieth-century
philosophy of science in distinguishing between formal and material modes of
discourse. Discourse in the formal mode is always to be understood relative to
a background of representational conventions (ideally, as the positivists stressed,
formally axiomatized conventions, though in practice this ideal is usually only
regulatory). Discourse in the material mode purports to refer directly to properties
of the world. For most everyday purposes, where local misunderstanding is
unlikely, scientists do not bother to draw any distinction resembling this.
However, we claim that we can find differences in scientists’ behaviour when
they extend and modify theories which we philosophers then use the distinction
to capture. Thus when we say that some bit of discourse by scientists is ‘material
mode’ or ‘formal mode’ discourse we should not be interpreted as making a priori
conceptual assertions; such claims are to be interpreted as (elliptical) verifiable
predictions about scientific practice. (When we call some of our own discourse
‘formal mode’ or ‘material mode’ we are of course just announcing policy.)

In terms of this distinction, we will make some further terminological stip-
ulations. We will later say that what exists are (‘real’) ‘patterns’. ‘Real patterns’
should be understood in the material mode. Then ‘structures’ are to be under-
stood as mathematical models—sometimes constructed by axiomatized theories,
sometimes represented in set theory— that elicit thinking in the formal mode.
We will argue that there is no tension between this view of structures, and the
claim that ‘the world has modal structure’. Objective modalities in the material
mode are represented by logical and mathematical modalities in the formal mode.
All legitimate metaphysical hypotheses are, according to us, claims of this kind. A
metaphysical hypothesis is to be motivated in every case by empirical hypotheses
that one or more particular empirical substructures are embedded in (homo-
morphic to) particular theoretical structures in the formal mode that represent
particular intensional/modal relations among measurements of real patterns. We
see no reason not to refer to physical measurement results as ‘phenomena’, so
long as it is understood that phenomena are not sense-data in the positivists’
sense. The hypothesis that some phenomena possibly instantiate a particular real
pattern is motivated in each case by the representation of extensional relations
among actual phenomena in a (formal-mode) data model embedded in (homo-
morphic to) the relevant empirical substructure. ‘High-level theories’ are used to
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derive predictions of intensional/modal relations from structures. For clarity, we
represent this network of relations in chart form on the previous page.

We have not yet explained the bottom row of the chart, which represents a
terminological and conceptual innovation of ours.

Our realism consists in our claim that successful scientific practice warrants
networks of mappings as identified above between the formal and the material.
We will defend belief in the viability of such mappings in a way compatible with
the PNC, by appeal to scientific practice.

When we go on to deny that, strictly speaking, there are ‘things’, we will mean
to deny that in the material world as represented by the currently accepted scientif-
ic structures, individual objects have any distinctive status. Some real patterns, we
will argue, behave like things, traditionally conceived, while others behave like tra-
ditional instances of events and processes. In a PNC-motivated metaphysic these
distinctions lose all significance except purely practical, book-keeping, significance
for human beings in certain sorts of special circumstances. From the metaphysical
point of view, what exist are just real patterns. To put the point another way,
to define ‘real pattern’—something we will postpone until Chapter 4—is to say
everything there is to be said about the criteria for existence. Science motivates
no separate metaphysical theories about objects, events, and processes.

In order to be able to refer to particular real patterns before specifying
the structures that represent them but without relying on the conventional
distinctions between objects, events, and processes, we need a special bit of
technical vocabulary. One picks out a real pattern independently of its struc-
tural description by an ostensive operation—that is, by ‘pointing at it’. This
is intended as evocative talk for operations of fixing, stabilizing, and main-
taining salience of some data from one measurement operation to another.
(So, think of ‘pointing’ as meaning ‘directing a measurement apparatus’.) In
the fully generalized sense, this means that one indicates the real pattern’s
location in some coordinate system with high enough dimensionality to per-
mit its disambiguation from other real patterns. (What this dimensionality
must be is itself an empirical question for scientific investigation, as we will
see.) We will thus speak of all of the traditional kinds of objects of refer-
ence—objects, events, processes—by mentioning their locators.4> A locator is
to be understood as an act of ‘tagging’ against an established address system.4¢
Such address systems can be formal representations (for example, a map or a
spatio-temporal coordinate system) or could be referenced to cognitive disposi-
tions that induce common structural reference points among a group of observers

45 Floridi (2003) refers to roughly our notion of locator by co-opting ‘observable’ as a special
term of art for the purpose. We suggest that, in light of the past century’s controversies in the
philosophy of science, this suggestion invites confusion.

46 This usage alludes to the idea that locators are aspects of non-conceptual content, and as such
are dynamic, pre-cognitive representational relations between subjects and spaces in which subjects
orient. See the extensive literature on such content that began with Cussins (1990).
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who share measurement data. (In practice, use of the former is often parasitic
upon the latter, but need not be in principle— perhaps observers with very
different cognitive structures, and so responsive to very different salience cues,
could use mathematics to establish common index systems for locating.)

Use of a locator in a given instance involves no commitment to a type—token
distinction: there are locators for each of ‘Napoleon’, ‘French emperors’, ‘French
people’, and ‘people’. This is another way of expressing our idea that everything
that exists is a real pattern, and that that is all there is to say about what there is.

Nothing we have just said should be interpreted as expressing a particular
epistemological thesis. That is, we are not suggesting that one begins by locating
real patterns and then discovers their structural descriptions. Location is a
recursive practice, and generally goes on against the background of some already
developed structure. In practice, then, a locator will be a partial interpretation
of a structure in the context of another, presupposed, structure. By ‘partial
interpretation’ we mean no more, at least in the first place, than an indication
of where in the universe measurements should be taken that will be relevant
to assigning values to variable parameters of the structural element in question.
Thus the locator ‘Orycteropus afer’ (the aardvark) directs us to take measurements
in certain sorts of terrestrial African habitats within a certain range of temporal
coordinates, and focused on certain sorts of behavioural regularities and certain
sorts of genetic processes; the locator ‘market’ directs us to take measurements
wherever certain minimum thresholds of complexity in cognitive processing
capacities, sociality, and scarcity of inputs to batteries are jointly found; and the
locator ‘top quark’ directs us to take measurements everywhere in the universe.4?
How precisely a given locator, in the context of a given theoretical structure, tells
us to focus our measurements varies with the refinement of empirical theory. One
of the things that science does as it progresses, according to the account we will
give, is add precision to locators. When we wish to mention a particular locator,
either for exemplary purposes or because that locator is of general metaphysical
significance (as the locator for the top quark probably is but the locator for
aardvarks probably is not), we will write ‘aardvark (L)’. So this should not be
read as purporting to refer to collections of substantival, pattern-independent
individual aardvarks (since we do not presume there are such things, and will
indeed doubt that there are such things). It denotes, again, an element of some
already partially elaborated structure plus measurement instructions.

2.4 WHAT IS STRUCTURAL REALISM?

We hope to have convinced the reader that both standard scientific realism
and constructive empiricism face serious difficulties. However, a commitment

47 Our usage of ‘direct’” here again alludes to dynamical non-conceptual content.
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to objective modality will be compatible with the no-miracles argument because
if science describes objective modal relations among the phenomena, as well as
just what actually happens, then it is no miracle that theory-laden features of
scientific methodology, such as the use of background theories in testing new
ones, and the practice of theory conjunction are successful. Scientific realism
without a commitment to objective modality is unable to explain the success of
science, because there is no connection between unobservable entities and the
phenomena we observe other than constant conjunction in the actual world,
and that doesn’t explain anything. If theorists are able sometimes to capture the
objective modal structure of the world then it is no surprise that successful novel
prediction sometimes works, and the practice of theory conjunction ought to
lead to progress at the empirical level. Constructive empiricism in its structuralist
form, when combined with a commitment to objective modality, does not face
the problems we identified which turn on van Fraassen’s eschewal of modal
realism.48 Finally, the idea that science describes the objective modal structure of
the world is not undermined by theory change in the history of science, since all
the well-confirmed modal relations expressed by old theories are approximately
recovered in their successors.

Recent work has revealed that many different forms of structuralism and
structural realism can be found in the work of some of the greatest philosophers
of science. Barry Gower’s (2000) historical survey of structural realism discusses
how structuralism figures in the thought of Cassirer, Schlick, Carnap, and Russell.
Worrall approvingly cites Poincaré as a structural realist (and Zahar 1994 and
Gower seem to agree with this reading of him). However, Mary Domski (1999)
has argued convincingly that Poincaré was not any kind of realist in the modern
sense of the term. His structuralism was combined with neo-Kantian views about
the nature of arithmetic and group theory, and with conventionalism about the
geometry of space and time. Hence, she argues, Poincaré is better thought of
as a structural empiricist or a structural neo-Kantian. Meanwhile, Stathis Psillos
(1999) has explored the connections between structuralism and the Ramsey
sentence approach to scientific theory as it figured in the development of Carnap’s
philosophy from logical positivism to ontologically relativist empiricism. We shall
have more to say about Russell and Cassirer, and about Ramsey sentences, below.

Given the intricate connections between structuralist views about science and
theories in epistemology, semantics, and metaphysics, we will not here offer
a complete taxonomy, or even a partial history of them. Instead, we begin
(following Ladyman 1998) by asking a fundamental question about structural
realism, namely, is it metaphysics or is it epistemology? Worrall’s paper is
ambiguous in this respect. At times his proposal seems to be that we put an
epistemic constraint on realism to the effect that we only commit ourselves to

48 The problem of inductive libertarianism is not obviously removed by the adoption of objective
modality but we will suggest how it can be in 4.5.
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believing in the structural content of a theory, while remaining agnostic about
the rest. This is suggested by his citation of Poincaré who talks of the redundant
theories of the past capturing the ‘true relations’ between the ‘real objects which
Nature will hide forever from our eyes’ (1905, 161). Elsewhere, he declares that
‘what we call objective reality is... what is common to many thinking beings
and could be common to all; ... the harmony of mathematical laws” (1906, 14).
Similarly, Zahar’s structural realism is a form of Kantian transcendental idealism
according to which science can never tell us more than the structure of the
noumenal world; the nature of the entities and properties of which it consists are
epistemically inaccessible to us.4?

On the other hand, Worrall’s position in his 1989 paper is not explicitly an
epistemic one, and other comments suggest a departure from the metaphysics
of standard scientific realism. For example, he says: ‘On the structural realist
view what Newton really discovered are the relationships between phenomena
expressed in the mathematical equations of his theory’ (1989, 122). If the
continuity in scientific change is of ‘form or structure’, then perhaps we should
abandon commitment to even the putative reference of theories to objects and
properties, and account for the success of science in other terms. Others who
have contributed to structural realism have more explicitly signalled a significant
departure from traditional realist metaphysics. For example, Howard Stein:

[O]ur science comes closest to comprehending ‘the real’, not in its account of ‘substances’
and their kinds, but in its account of the ‘Forms’ which phenomena ‘imitate’ (for ‘Forms’
read ‘theoretical structures’, for ‘imitate’, ‘are represented by’). (1989, 57)

In the next section we will argue that structural realism gains no advantage
over traditional scientific realism if it is understood as merely an epistemological
refinement of it. Thereafter, we will explain how structural realism can be taken
as a metaphysical position. Argument for structural realism in accordance with
the PNC, which requires appeal to physics, will be given in the next chapter,
when we adduce support from considerations in the foundations of quantum
mechanics, spacetime physics, quantum information theory, and research in
quantum gravity.

2.4.1 Against epistemic structural realism (ESR)

One way of thinking about structural realism is as an epistemological modification
of scientific realism to the effect that we only believe what scientific theories
tell us about the relations entered into by unobservable objects, and suspend
judgement as to the nature of the latter. There are various forms this might

4 Thomas Ryckman (2005) calls Kantian structural realism ‘transcendental structuralism’. Our
view is what he calls ‘transcendent structuralism’, as opposed to van Fraassen’s ‘instrumental
structuralism’.
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take. For example, the unobservable objects may be thought of as unknown
or as unknowable. Either way we get the claim that scientific theories tell us
only about the form or structure of the unobservable world and not about its
nature. For Poincaré structural knowledge in science is knowledge of first-order
properties and relations. Russell (1927) and Carnap (1928) took this one step
further and argued that we don’t even know the relations, rather all we know
is their properties and relations. On this extreme form of structuralism science
only tells us about purely logical features of the world.

Ladyman (1998) discusses Russell’s view and argues that in general epistemo-
logical forms of structural realism do not significantly improve the prospects of
standard scientific realism, and hence that structural realism should be thought
of as metaphysically rather than epistemically revisionary.5° We will now briefly
reprise this argument.

A position called structural realism, which amounts to an epistemological
gloss on traditional scientific realism, was, as Worrall mentioned, detailed and
advocated by Grover Maxwell (1962, 1970a, 1970b, 1972). Maxwell set out
to defend a robust scientific realism, but he wanted this to be compatible with
what he called ‘concept empiricism’ about the meaning of theoretical terms, and
he also wanted to explain how we can have epistemic access to unobservable
entities. The problem as Maxwell saw it was that theories talk about all sorts of
entities and processes with which we are not ‘acquainted’. How, he wondered,
can we then know about and refer to them and their properties? The answer
that Maxwell gave, following Russell’s emphasis on structure and relations in his
later philosophy (see, for example, Russell 1927), was that we can know about
them by description, that is, we can know them via their structural properties.
In fact, he argues, this is the limit of our knowledge of them, and the meanings
of theoretical terms are to be understood purely structurally. Maxwell explicates
this notion that the structure of the theory exhausts the cognitive content of
its theoretical terms, by considering the Ramsey sentence of the theory. As is
well known, Ramsey’s method allows the elimination of theoretical terms from
a theory by replacing them with existentially quantified predicate variables (or
names in the case of Lewis 1970). If one replaces the conjunction of assertions of
a first-order theory with its Ramsey sentence, the observational consequences of
the theory are carried over, but direct reference to unobservables is eliminated.

If we formalize a theory in a first-order language: [[(O1, ... ,OnsT1, ..., Tn),
then the corresponding Ramsey sentence is 3ty ... , 3ty [ [(O1, ..., Ousty, ...,
tm). Thus the Ramsey sentence only asserts that there are some objects, properties,

50 Psillos (2001) refers to the ‘upward path’ to structural realism as beginning with empiricist
epistemological principles and arriving at structural knowledge of the external world. The ‘downward’
path is to arrive at structural realism by weakening standard scientific realism as suggested by Worrall.
Epistemic structural realists include Worrall, Zahar, Votsis, and Morganti (2004). The latter differs
from the others by arguing that ESR should amount to agnosticism about whether there is a domain
of individuals over and above relational structure.
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and relations that have certain logical features, satisfying certain implicit defi-
nitions. It is a higher-order description, but ultimately connects the theoretical
content of the theory with observable behaviour. However, it is a mistake to
think that the Ramsey sentence allows us to eliminate theoretical entities, for
it still states that these exist. It is just that they are referred to not directly, by
means of theoretical terms, but by description, that is via variables, connectives,
quantifiers, and predicate terms whose direct referents are (allegedly) known
by acquaintance. Thus Maxwell (and Russell) claimed that knowledge of the
unobservable realm is of its structural rather than intrinsic properties, or, as is
sometimes said, limited to knowledge of its second-order properties. It is arguable
that this is the purest structuralism possible, for the notion of structure employed
refers to the higher-order properties of a theory, those that are only expressible
in purely formal terms.

This is an epistemological structural realism meant to vindicate and not
to revise the ontological commitments of scientific realism. On this view the
objective world is composed of unobservable objects between which certain
properties and relations obtain; but we can only know the properties and
relations of these properties and relations, that is, the structure of the objective
wortld. However, there are serious difficulties with this view which were originally
raised by Newman (1928) and which were rediscovered by Demopoulos and
Friedman (1985). The basic problem is that structure is not sufficient to pick
out uniquely any relations in the world. Suppose that the world consists of
a set of objects whose structure is W with respect to some relation R, about
which nothing else is known. Any collection of things can be regarded as having
structure W provided there is the right number of them.5! As Demopoulos
and Friedman point out, if [] is consistent, and if all its purely observational
consequences are true, then the truth of the corresponding Ramsey sentence
follows as a theorem of second-order logic or set theory (provided the initial
domain has the right cardinalicy—and if it does not then consistency implies
that there exists one that does). The formal structure of a relation can easily be
obtained with any collection of objects provided there are enough of them, so
having the formal structure cannot single out a unique referent for this relation;
in order to do so we must stipulate that we are talking about the intended
relation, which is to go beyond the structural description. “Thus on this view,
only cardinality questions are open to discovery!” (Demopoulos and Friedman
1985, 627); everything else will be known a priori.

This leads Demopoulos and Friedman to conclude that reducing a theory to
its Ramsey sentence is equivalent to reducing it to its empirical consequences,
and thus that: ‘Russell’s realism collapses into a version of phenomenalism or

51 This is because according to the extensional characterization of relations defined on a domain
of individuals, every relation is identified with some set of subsets of the domain. The power set
axiom entails the existence of every such subset and hence every such relation.
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strict empiricism after all: all theories with the same observational consequences
will be equally true’ (1985, 635). This conclusion can be reached by a different
path. It has been proved, by Jane English (1973), that any two Ramsey sentences
that are incompatible with one another cannot have all their observational
consequences in common. In other words, if we treat a theory just as its
Ramsey sentence then the notion of theoretical equivalence collapses into that
of empirical equivalence. Therefore, equating the structure of a theory to what
is embodied in its Ramsey sentence cannot do justice to Worrall’s intention
in proposing structural realism, since he is quite clear that commitment to the
structure of a theory goes beyond commitment to the strictly empirical level of
a theory.52

In any case, it is hard to see how Maxwell’s epistemology and semantics could
help deal with the problem of theory change that structural realism is intended
to solve. After all, as Maxwell himself pointed out, his structural realism does
not dispense with reference to theoretical entities, but it makes that reference
a function of the (place of the theoretical terms in the) overall structure of
the theory, as manifested in the Ramsey sentence. The problem of ontological
discontinuity is left untouched by simply adopting Ramsification. In fact, it seems
even worse if contextualism about the meaning of theoretical terms is adopted to
this extent. Hence, this epistemic reading of structural realism is of no help with
the problem of theory change. The Ramsey sentence of a theory may be useful
to a concept empiricist because it shows how reference to unobservables may
be achieved purely by description, but this is just because the Ramsey sentence
refers to exactly the same entities as the original theory.53

52 Jeff Ketland (2004) argues in detail that the Newman objection trivializes the Ramsey sentence
formulation of ESR. Worrall and Zahar (2001), Cruse (2005), and Melia and Saatsi (2006) defend
the Ramsey sentence approach against model-theoretic arguments by questioning the assumption
that all predicates which apply to unobservables must be eliminated in favour of bound variables.
Mixed predicates such as ‘extended’ are those that apply to both observable and unobservable
objects. The Newman objection does not go through if mixed predicates are not Ramsified, because
a model of the Ramsey sentence will not necessarily be one in which what is claimed regarding the
mixed properties and relations holds. In response, Demopoulos (forthcoming b) points out that
the Ramsey sentence of a theory with mixed predicates where the latter are not Ramsified will be
true provided the original theory is satisfiable—hence the claim that the content of the Ramsey
sentence is merely the observational content of the original theory plus a cardinality claim is still
true when mixed predicates are considered. Melia and Saatsi (2006) also argue that intensional
notions, such as naturalness and causal significance, may be applied to properties to save the Ramsey
sentence formulation of ESR from triviality. (This recalls the defence of Russell’s structuralism
against Newman discussed in Hochberg 1994.) Demopoulos also raises two problems with this
strategy: first, even non-natural relations can have significant claims made about them in a theory,
and second, the cognitive significance of unramsified theories is independent of a commitment to
‘real’ or ‘natural’ relations. Hence, Demopoulos insists that the Ramsey sentence of a theory and
the theory itself are importantly different.

53 Frank Jackson (1998), Rae Langton (1998), and David Lewis (forthcoming) also advocate views
similar to ESR. Jackson refers to ‘Kantian physicalism’ (23—4), Langton to ‘Kantian Humility’, and
Lewis to ‘Ramseyian Humility’. Jackson argues that science only reveals the causal/relational prop-
erties of physical objects, Langton argues that science only reveals the extrinsic properties of physical
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With reference to the case of the transition between classical electrodynamics
and quantum electrodynamics (QED), Lyre says:

Whereas from the viewpoint of an ontology of objects, many of the entities in the
transition of Maxwell’s theory to QED have changed ... there is a considerable element
of retention of group structure and its embedding into a larger framework which makes
the scientific progress much less discontinuous than it looks on the level of objects.

(2004, 664)

Worrall’s approach to structural realism with its emphasis on the Ramsey sentence
of a theory and the distinction between observational and theoretical terms is
thoroughly embedded in the syntactic view of theories that adopts first-order
quantificational logic as the appropriate form for the representation of physical
theories. Since ontic structural realism is not formulated in these terms, the
Newman problem does not arise for ontic structural realism. In particular, we
will eschew an extensional understanding of relations without which the problem
cannot be formulated. According to Zahar (1994, 14) the continuity in science
is in the intension not the extension of its concepts. If we are to believe that the
mathematical structure of theories is what is important, then, as Zahar suggests,
we need a different semantics for theories, one that addresses the representative
role of mathematics directly.

Bearing in mind that structural realism is supposed to be realist enough
to take account of the no-miracles argument, and in particular the record of
successful novel predictions which some theories enjoy, there is a minimal
metaphysical commitment that we think structural realism must entail. This
is that there are mind-independent modal relations between phenomena (both
possible and actual), but these relations are not supervenient on the properties
of unobservable objects and the external relations between them. Rather, this
structure is ontologically basic. This is enough to make structural realism
distinct from standard realism but also from constructive empiricism. From this
metaphysical thesis there follow plenty of realist methodological and epistemic
implications but, we hope, no unsustainable beliefs in the specific ontologies that
are employed to help us grasp the structure of the world according to particular
theories.

objects, and both then argue that their intrinsic natures, and hence the intrinsic nature of the world,
are epistemically inaccessible. Jackson points out that this inference can be blocked if the natures of
objects and their intrinsic properties are identified with their relational or extrinsic properties, but
argues that this makes a mystery of what it is that stands in the causal relations. The metaphysical
article of faith to the effect that objects and properties must have intrinsic natures prior to entering
into relations is one that we reject. Our naturalism leads us to reject such metaphysical doctrines if
they are not supported by science, and we argue at length in the next chapter that they are not. We
return to precisely this issue in 3.4. Lewis’s argument also begins from the observation that science
only tells us about the causal roles occupied by fundamental objects and properties. Ney (forthcom-
ing b) argues that on Lewis’s view, unlike the Kantian view of Langton, intrinsic properties ground
causal ones, and hence that the former can be known via the latter, and so Lewis’s argument fails.
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2.5 CONCLUSION

We have argued that a version of structural realism that incorporates a minimal
commitment to objective modal structure achieves consilience arising from the
following considerations:

(1) The no-miracles argument (theory conjunction and novel prediction).
(2) Theory change.

(3) Scientific representation.

(

4) The problems with constructive empiricism, in particular, the modality of
observability and inductive libertarianism.

The importance of modality in the understanding of scientific knowledge was
well understood by Peirce:

[W]e must dismiss the idea that the occult state of things (be it a relation among atoms
or something else), which constitutes the reality of a diamond’s hardness can possibly
consist in anything but in the truth of a general conditional proposition. For to what else
does the entire teaching of chemistry relate except to the ‘behaviour’ of different possible
kinds of material substance? And in what does that behaviour consist except that if a
substance of a certain kind should be exposed to an agency of a certain kind, a certain
kind of sensible result would ensue, according to our experiences hitherto. As for the
pragmaticist, it is precisely his position that nothing else than this can be so much as
meant by saying that an object possesses a character. He is therefore obliged to subscribe
to the doctrine of a real Modality, including real Necessity and real Possibility. (Peirce,
1960-06, v. 5, 457)

In the next chapter, we argue that our form of structural realism is also motivated
by the contents of our best physical theories, namely quantum theory and general
relativity. In later chapters we will go on to argue that, supplemented with
concepts from information theory, the position defended here makes possible
a plausible account of laws, causation, and explanation, and the relationships
among the special sciences, and between them and fundamental physics.
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Ontic Structural Realism and the Philosophy
of Physics

James Ladyman and Don Ross

Ontic Structural Realism (OSR) is the view that the world has an objective modal
structure that is ontologically fundamental, in the sense of not supervening on
the intrinsic properties of a set of individuals. According to OSR, even the
identity and individuality of objects depends on the relational structure of the
world. Hence, a first approximation to our metaphysics is: “There are no things.
Structure is all there is.” We of course acknowledge that special sciences are richly
populated with individual objects. Thus, to accommodate their elimination
from metaphysics we will owe a non-ad hoc account of the point and value of
reference to and generalization over objects in sciences other than fundamental
physics. We will argue that objects are pragmatic devices used by agents to orient
themselves in regions of spacetime, and to construct approximate representations
of the world. In keeping with the PNC, this account must not imply revision
of special sciences for the sake of metaphysical comfort. We postpone this task,
and then the closely related account of the metaphysical status of causation, to
Chapters 4 and 5 respectively. In the present chapter our purpose is to motivate
ontic structural realism from contemporary fundamental physics, as the PNC
requires.

This chapter argues for a position that consists in the conjunction of elim-
inativism about self-subsistent individuals, the view that relational structure is
ontologically fundamental, and structural realism (interpreted as the claim that
science describes the objective modal structure of the world). For ‘modal’ read
‘nomological’ if you like. We do not take it to be ‘causal structure’, for reasons
to be explained, but will argue later that causal structure is the pragmatically
essential proxy for it in the special sciences (but not in fundamental physics). Part
of the motivation for our denial that there are metaphysically fundamental indi-
viduals comes from our verificationism. The epistemic structural realist thinks
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that all we can know is structure, but it is the structure of an unknowable realm
of individuals. However, we shall argue that in the light of contemporary physics
the PNC entails that talk of unknowable intrinsic natures and individuals is
idle and has no justified place in metaphysics. This is the sense in which our
view is eliminative; there are objects in our metaphysics but they have been
purged of their intrinsic natures, identity, and individuality, and they are not
metaphysically fundamental.

It might be thought that verificationists ought to be agnostic about whether
there are unknowable objects over and above the knowable structure of the
world. We suppose that there might be other universes which have no causal,
spatio-temporal, or any other kind of connection with our own. We certainly
can’t have any evidence that there are no such universes, by hypothesis. Does
this mean we ought to be agnostic about their existence? This depends on where
the burden of proof lies. Should we reject the existence of things in which we
could have no reason to believe, or suspend judgement about them? Perhaps the
latter is the more enlightened option, but then we ought to be agnostic about a
literal infinity of matters—whatever anyone can conceive without contradicting
physics. Should we be agnostic about the existence, somewhere, of two-headed
gerbils that sing the blues? If the agnosticism a philosopher advises us to take
up towards the unknowable noumenal objects is strictly analogous to this then
we are sanguine about agreeing to it. Of course, an epistemic structural realist
may insist in a Kantian spirit (recall the discussion of Kantian humility in 2.4.1,
and see 3.4 below) on more than this, namely that there being such objects is a
necessary condition for our empirical knowledge of the world. This claim is one
about which we are not agnostic, but which we deny. The burden of proof is on
us to show that ontic structural realism (OSR) as motivated by current physics is
intelligible without any Kantian residue.

As we saw in the previous chapter, Worrall’s motivation for introducing struc-
tural realism was the need to respond to the pessimistic meta-induction. French’s
and Ladyman’s advocacy of OSR is motivated by two further desiderata: (a) the
need for an ontology apt for contemporary physics, and a way of dissolving some
of the metaphysical conundrums it presents; and (b) the need for a conception of
how theories represent the world that is compatible with the role of models and
idealizations in physics. Two leading philosophers of physics, Simon Saunders
and Michael Redhead, share these broad motivations and arrive at interestingly
comparable positions. We have already mentioned Saunders’s (1993a) paper on
continuity in structural representation in physics, and more recently he (2003a,
b, ¢, d) and David Wallace (2003a) have deployed structuralism to solve the
problem of how macroscopic objects with more or less determinate properties
can be recovered from the Everett interpretation of quantum states (the so-
called preferred basis problem). Redhead’s classic paper on theories and models
(1980) reflects a long-standing concern with representation in physics, and he
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has endorsed structural realism as a way of interpreting quantum field theory
(1999).1

Some of the pioneers of structuralism in twentieth-century philosophy of
science were also concerned with (a) above. For example, although in his
discussion of Cassirer’s work Gower (2000) confines himself to an epistemological
reading of structural realism, French and Ladyman (2003a) have argued that
Cassirer, like Weyl, was concerned to replace an ontology based on individuals
with one more suited to twentieth-century science. French has recently examined
the role of group theory in the development of quantum mechanics (1999,
2000), and explored the idea of the group-theoretic ‘constitution’ of objects as
sets of invariants under symmetry transformations which can be found in the
writings of Cassirer, Eddington, Schrédinger, Weyl, and others. Here we shall
explain how modern physics undermines classical metaphysical intuitions, and
then argue for OSR as a response.?2 As Ernan McMullin says: ‘imaginability
must not be made the test for ontology. The realist claim is that the scientist is
discovering the structures of the world; it is not required in addition that these
structures be imaginable in the categories of the macroworld’ (1984, 14).3

The demand for an ontology based on individuals may be criticized on the
grounds that it is the demand that the mind-independent world be imaginable
in terms of the categories of the world of experience. OSR allows for a global
relation between models and the world, which can support the predictive success
of theories, but which does not supervene on the successful reference of theoretical
terms to individual entities, or the truth of sentences involving them.

3.1 IDENTITY AND INDIVIDUALITY IN QUANTUM
MECHANICS4

The debate about whether quantum particles are individuals began with the
development of quantum statistics. There is a fundamental difference between the
way classical statistical mechanics and quantum theory deal with the permutation

1 Others who follow Ladyman (1998) in regarding structural realism as a metaphysical response
to the ontological import of modern physics as well as a solution to the problem of theory change
include: Bain (2003 and 2004), Esfeld (2004), Lyre (2004), Stachel (2002 and 2006).

2 The other strand of structuralism in the philosophy of science is that associated with Russell
and Carnap which we discussed in the previous chapter. Though Russell had much of interest to
say about the physics of his time (see Chapter 5 below), his and Carnap’s versions of structuralism
were more directly motivated by epistemological and semantic problems than by ontological issues
arising from physics.

3 McMullin (1990) explains how Duhem was a realist about the relations found in laws but not
about explanations in terms of an ontology. Duhem seems to have been an epistemic structural realist.

4 The classic paper in the philosophical literature about these issues is French and Redhead
(1988). See also French (1989, 1998), Teller (1989), and van Fraassen (1991).



James Ladyman and Don Ross 133

of indistinguishable elementary particles.> The crucial point is illustrated by the
following example. Imagine that there are two particles (1 and 2), and two
boxes (A and B), where each of the particles must be in one box or the other.
Classically there are four possible configurations for the system:

Both1land2inA;bothl1and2inB;1inAand2inB;1in Band 2 in A.

If these are regarded as equipossible, each will be assigned a probability of /4.
The situation is quite different in quantum mechanics (QM), where there are
only three possible states:

Both 1 and 2 in A; both 1 and 2 in B; one of 1 and 2 in A and the other in B.

Hence, if these are regarded as equipossible, each will be assigned a probability
of 1/5. In quantum statistics, then, what would be regarded as two possible states
of affairs classically is treated as one possible state of affairs.” This is formalized
by the so-called ‘indistinguishability postulate’:8

If P is the operator corresponding to the interchange of the particles 1 and 2 in a
two-particle quantum state, W15,

P\Ijlz = \Ile and P‘I’zl = \Iflz,
then, for observable property, Q:

(P12 Q[PW12) = (W12]|QW12), VQ, VV¥1,.

5 Both classical and quantum elementary particles of a given type are regarded as indistinguishable
in the sense that they will all have the same mass, size, and shape (if any), charge, and so on; but
they may in principle be distinguished by their spatio-temporal or other state-dependent properties.
We may think of the former properties as ‘essential’, in the sense that they are characteristic of the
natural kind to which a particular particle belongs, as opposed to the ‘accidental’ properties which
are those that a particle just happens to have, such as its velocity or position at a particular time.
(Note that this distinction between essential and accidental properties does not correspond to that
between permanent and temporary properties; an electron might happen accidentally to have the
same position throughout the history of the universe.) Some authors talk of ‘identical particles’
(for example, van Fraassen 1991) but they mean by this just what we mean by indistinguishable
particles, that is, particles that are qualitatively identical because they are in the same state, and
yet numerically (or quantitatively) distinct. Note also that if Lee Smolin (2001) is right about
quantum gravity then even the properties of quantum particles that we now regard as essential
will turn out to be dynamical and dependent on the contingent evolution of the universe (see
3.7.2).

6 This example constructed for pedagogical purposes is not physically realistic as the quantum
particles could be in a superposition of the state corresponding to being in box A and the state
corresponding to being in box B. The point being explained here, namely that permutation of
particles does not lead to physically distinct states in quantum mechanics, is nonetheless a sound
one.

7 For a detailed discussion of the relationship between metaphysics and statistics see Huggett
(1997, 1999). A number of papers on the issues discussed in this section can be found in Castellani
(1998).

8 See Greenberg and Messiah (1964).
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So, according to the formalism of QM, the permutation of indistinguishable
particles in some state is not observable, and states which differ only with respect
to the permutation of particles of the same kind are treated as the same state
labelled differently.

Early in the history of QM this led some physicists to argue that quantum
particles are not individuals. To understand what is at stake here we must separate
the related concepts of distinguishability (or discernibility) and individuality. The
former epistemic notion concerns what enables us to tell that one thing is different
from another. The latter metaphysical notion concerns whatever it is in virtue
of that two things are different from one another, adding the restriction that
one thing is identical with itself and not with anything else.? There are three
main candidates in the philosophical tradition for a principle of individuation
for physical objects:

(1) transcendent individuality: the individuality of something is a feature of it
over and above all its qualitative properties;1©

(2) spatio-temporal location or trajectory;

(3) all or some restricted set of their properties (the bundle theory).

Ordinary everyday objects, such as leaves and snowflakes, never, it seems, possess
all the same properties; they are distinguishable by both their spatio-temporal
properties and their intrinsic properties.!! The particles of classical physics of a
given type were thought to share all their intrinsic properties. But classical physics
assumed a principle of impenetrability, according to which no two particles could
occupy the same spatio-temporal location. Hence, classical particles were thought
to be distinguishable in virtue of each one having a trajectory in spacetime distinct
from every other one. Thus for everyday objects and for classical particles, the
principle of the Identity of Indiscernibles (PII) is true, and it is plausible to
argue (with Leibniz) that individuality and distinguishability amount to the same
thing. After the advent of QM the status of PII has been the subject of debate,

9 The distinction is due to the scholastic philosopher Suarez.

10 This is similar to Post’s (1971) notion of transcendental individuality, also adopted by French
and Redhead (1988). Different ways of cashing it out include Locke’s substantial substratum; the
notion of a ‘bare particular’; and the notion of haecceity or thisness due to Duns Scotus and
rehabilitated by Adams (1979).

11 Intrinsic properties are normally defined to be those which an object may possess independently
of everything else that exists, or independently of whether or not anything else exists (so that the
property of being the only existing entity does not come out as intrinsic; see Lewis 1983, Langton
and Lewis 1998, and Lewis forthcoming). Hence, the mass and charge of classical particles, and the
shape and size of a person are thought to be intrinsic properties. Extrinsic properties are just those
that are not intrinsic; weight, being the brother of, and so on, are extrinsic properties. Another
usage common in the foundations of QM (see for example, Jauch 1968, 275) treats the intrinsic
properties of a system as those that do not depend on the state of the system, and the extrinsic
properties as those that do. This seems to equate intrinsic with essential. In any case we shall adopt
the former definitions as the latter one would seem to beg the question of whether spatio-temporal
properties are intrinsic or extrinsic since they are obviously state-dependent.
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and the possibility of some principle of individuation that appeals to some feature
of particles other than their qualitative properties has been taken seriously.!2

In the formalism of QM particles are not always assigned well-defined
trajectories in spacetime. Furthermore, two or more particles in an entangled
state may possess exactly the same monadic and relational properties that are
expressible by the formalism of the theory. Consider a pair of electrons in the
orbital of a helium atom for example. They have the same energy eigenstate, and
the same position state (which is not localized), but because they cannot have all
the same quantum states as each other by the Pauli exclusion principle, their spin
state is such that in any given direction in space they must have opposite spins as
represented by the singlet state:

1
V2

(Here the electrons are labelled 1 and 2, and the spin components of 4+ and
— along an arbitrary axis are represented by up and down arrows respectively.)
Clearly, according to this state description there is no property of particle 1 that
cannot also be predicated of particle 2.13

Hence, quantum particles appear sometimes to possess all the same intrinsic
and extrinsic properties. If two electrons really are two distinct individuals, and
it is true that they share all the same properties, then it seems that there must be
some principle of individuation that transcends everything that can be expressed
by the formalism in virtue of which they are individuals. If we assume for now
that the quantum description is complete, then we are left with a dilemma:
either PII is false, the quantum particles are individuals and there must be
some principle of individuation of type (1) above; or quantum particles are not
individuals and PII is moot in this context.!4

French argues that this means that QM gives rise to a form of metaphysical
underdetermination (French 1989, 1998), since there are (at least) two meta-
physical packages compatible with it. According to the first of these, quantum
particles have transcendent individuality. They are individuated by something
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12 PII is easiest to state in the contrapositive form, namely there are no two things that share
all their properties. This is trivially true unless its scope is restricted to exclude identity-involving
properties.

13 Tn what follows we shall usually only consider fermions (such as electrons or protons), because
they are regarded as the particles of matter, as opposed to bosons (such as photons) which are
the quanta of the various fields representing physical forces. Bosons and fermions differ in various
respects including the statistics they obey and their spin magnitudes. For our purposes it is worth
noting that bosons can be in identical quantum states that are not entangled states of more than
one particle. Hence, there can be indefinitely many of them on the end of a pin.

14 Here we only consider synchronic identity. Identity over time is also highly problematic for
quantum particles since QM does not attribute definite trajectories to them and so if an electron
is absorbed and then later an electron is emitted by the atom, it seems that there is no fact of the
matter about whether the same electron is involved in each process.
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that transcends the empirical facts, and for some reason they are unable to enter
into certain entangled states (the spin-statistics theorem says that bosons can only
occupy symmetric states (those whose mathematical description is unchanged
by the permutation of particles), and fermions can only occupy antisymmetric
states—those whose mathematical description is multiplied by —1 if the particles
are permuted). It is worth noting that on this view the naming or labelling of
the particles is problematic. This is because a descriptivist account of reference is
unworkable if PII fails, and because a rigid designation account seems to imply
the wrong statistics, in particular, that we ought to count a two-particle state as
distinct from the same one with the two particles interchanged. The alternative
metaphysical picture abandons the idea that quantum particles are individuals,
perhaps in favour of a field theoretic construal of them.

Three metaphysical and methodological reasons have been offered by various
authors for preferring the non-individualistic interpretation of quantum particles:
(i) PII is incompatible with the individuals package under fairly reasonable
assumptions, but abandoning this framework allows that it is true;!5 (ii) positing
individuals plus states that are forever inaccessible to them is ontologically
profligate, amounting to the acceptance of ‘surplus structure’; (iii) a principle of
individuality of type (1) above must be metaphysical in the sense that it posits
what van Fraassen has called ‘empirically surplus factors’ (1991).

None of these considerations are conclusive, for several reasons. (i) There is
no empirical way to confirm PII and so concluding that quantum particles are
not individuals to safeguard this principle might be merely the expression of
a metaphysical or metalogical preference based on experience of macroscopic
objects. (ii) There are many cases in the history of science where so-called surplus
structure in the formulation of a theory has later been found to be of empirical
importance (see French 1995, 1997). The surplus structure in Hilbert space
allows for states that are neither symmetric nor antisymmetric and hence for
particles which are neither fermions nor bosons but instead obey ‘para-statistics’.
(iii) Van Fraassen’s point about empirically surplus factors will obviously not
persuade the scientific realist. Hence, the underdetermination is not easily

15 These reasonable assumptions are the Principle of Statistical Mechanics (which says that states
with equal phase space volume are equiprobable), and the Completeness assumption (which states
that there are no hidden variables not described by the quantum formalism). Of course, there is
a version of quantum theory, namely Bohm theory, according to which QM is not complete and
particles do have definite trajectories at all times. However, Harvey Brown et al. (1996) argue that
the ‘particles’ of Bohm theory are not those of classical mechanics. The dynamics of the theory are
such that the properties, like mass, charge, and so on, normally associated with particles are in fact
inherent in the quantum field and not in the particles. It seems that the particles only have position.
We may be happy that trajectories are enough to individuate particles in Bohm theory, but what
will distinguish an ‘empty’ trajectory from an ‘occupied’ one? Since none of the physical properties
ascribed to the particle will actually inhere in points of the trajectory, giving content to the claim
that there is actually a ‘particle’ there would seem to require some notion of the raw stuff of the
particle; in other words haecceities seem to be needed for the individuality of particles of Bohm
theory too.
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broken. Van Fraassen (1991) argues that this is all the more reason to say
‘goodbye to metaphysics’ (1991, 480) because it presents a challenge to standard
scientific realism that cannot be met and so is a reason to embrace constructive
empiricism. Ladyman (1998) and French and Ladyman (2003a, b) have argued
in response that, since the locus of this metaphysical underdetermination is
the notion of an individual, we should reconceive individuals in structural
terms.

Saunders (2003c, 2003d, and 2006) offered an interesting new twist on these
issues by pointing out that French and Ladyman assume that the identity of
indiscernibles should be interpreted in terms of what Quine called ‘absolute
discernibility’ (1960, 230, and 1976 [1981]). Two objects are absolutely dis-
cernible if there exists a formula in one variable which is true of one object and
not the other. For example, ordinary physical objects are absolutely discernible
because they occupy different positions in space and time. Absolutely discernible
mathematical objects include i and 1, since 1 is the square of itself and i is not.
Two objects are ‘relatively discernible’ just in case there is a formula in two free
variables which applies to them in one order only. Moments in time are relatively
discernible since any two always satisfy the ‘earlier than’ relation in one order
only. An example of mathematical objects which are not absolutely discernible
but are relatively discernible include the points of a one-dimensional space with
an ordering relation, since, for any such pair of points x and vy, if they are not
the same point then either x>y or x <y but not both. Finally, two objects are
‘weakly discernible’ just in case there is two-place irreflexive relation that they
satisfy. For example, Max Black’s (1952) two spheres, which are intrinsically
identical and a mile apart in an otherwise empty space, are obviously only weakly
discernible. Clearly, fermions in entangled states like the singlet state violate both
absolute and relative discernibility, but they satisfy weak discernibility since there
is an irreflexive two-place relation which applies to them, namely the relation
‘is of opposite spin to’. So we can regard such entities as individuals without
violating PII, by adopting its weakest form: weak rather than strong or relative
discernibility as the necessary condition for distinct individuality.16

Note that in the context of philosophy of mathematics, many philosophers
have followed Russell in arguing that it is incoherent to suppose there could be
individuals which don’t possess any intrinsic properties, but whose individuality
is conferred by their relations to other individuals:

[I]t is impossible that the ordinals should be, as Dedekind suggests, nothing but the terms
of such relations as constitute a progression. If they are to be anything at all, they must
be intrinsically something; they must differ from other entities as points from instants, or
colours from sounds. What Dedekind intended to indicate was probably a definition by

16 Elementary bosons can be in states such that two of them are not even weakly discernible, so
Saunders concludes that they are not individuals. Composite bosons cannot be in exactly the same
quantum states.
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means of the principle of abstraction ... But a definition so made always indicates some
class of entities having ... a genuine nature of their own. (Russell 1903, 249)

The argument is that without distinct individuals in the first place, there
is nothing to stand in the asymmetric relations that are supposed to confer
individuality on the relata. Contemporary philosophers of mathematics have
been most influenced in this respect by Paul Benacerraf (1965 [1983]) who
argued that objects to be properly so called must be individuals, and that
therefore a structuralist construal of abstract objects like numbers must fail.
According to Benacerraf, an object with only a structural character could be
identified with any object in the appropriate place in any exemplary structure
and could not therefore be an individual. However, we agree with Saunders
that the weak notion of individuality (according to which weak discernibility
is all that is necessary for individuality) he advocates is perfectly coherent. It is
question-begging against the kind of structuralism we advocate to oppose it on
the grounds of a mere prejudice in favour of a stronger form of discernibility.
We note that while Saunders’s view vindicates an ontology of individuals in the
context of QM, it is a thoroughly structuralist one in so far as individuals are
nothing over and above the nexus of relations in which they stand.1”

Of course our best quantum theories are field theories and the standard
scientific realist might be tempted to dismiss the problems of individuality
arising for many-particle QM on this basis. However, there are several problems
with this. First, as with classical mechanics, the fact that non-relativistic many-
particle QM has had enormous empirical success and is a paradigm of a good
scientific theory means that the standard scientific realist ought to be able to
say what it would be to be a realist about it; otherwise realism will only apply
to the one true theory of the world, if there is one, and, since we are clearly
not there yet, would be of no relevance to actual theories. Second, we ought
to be able to recover the concept of fundamental particles used widely by

17 Leitgeb and Ladyman (forthcoming) consider cases from graph theory that violate even
weak formulations of PII. They argue that (i) the identity or difference of places in a structure
is not to be accounted for by anything other than the structure itself and that (ii) mathematical
practice provides evidence for this view. Another philosopher who has applied graph theory to
the metaphysics of physical reality in defence of a broadly structuralist view is Dipert (1997). He
claims that the world is an asymmetric graph because he believes that facts about the numerical
identity and diversity of objects must supervene on the relational facts about each node in the
graph representing the world’s structure, whereas in symmetric graphs there are nodes that admit of
exactly the same structure descriptions. Leitgeb and Ladyman argue that the only reason to accept
such a supervenience requirement is the mistaken claim that facts about numerical identity and
diversity must be grounded somehow; instead, the idea of a structure that does admit of non-trivial
automorphism is perfectly intelligible and even suggested by mathematical practice. Whether the
empirical world has such a structure is an open question. Note that, as Leitgeb and Ladyman point
out, graph theory is apt for representing many of the issues discussed in this chapter including the
representation of a pair of weakly indiscernible objects with the unlabelled graph consisting of two
nodes standing in an undirected relation. A further analogy is that in an unlabelled graph the nodes
can be aggregated but not enumerated like fermions (see n. 18 below).
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physicists and chemists from the ontology of field theory, and so questions about
their nature remain meaningful. Third, quantum field theories are no easier to
interpret realistically in terms of individuals than ordinary quantum theory and
raise new and equally compelling interpretative problems. Quantum fields are
very different from classical fields, for the quantum field consists of operators
parametized with spacetime points:

These operator values associated with the space-time points are not specific values of some
physical quantity. The specific or concrete values are, as one initially expects, the states,
or equivalently, the catalogue of probability amplitudes for all possible measurements.
(Teller 1990, 613)

Thus, the operators represent not the values of physical quantities but those
quantities themselves. Teller is clear on how the interpretative problems of
non-relativistic QM (particularly the measurement problem) are inherited by
quantum field theories.

This leads Redhead to argue against a ‘classical-style realism of possessed
values, 7o against a broader realism of physical structure’ (1995, 7):

[R]ealism about what? Is it the entities, the abstract structural relations, the fundamental
laws or what? My own view is that the best candidate for what is ‘true’ about a physical
theory is the abstract structural aspect. (1995, 2)

Success requires ‘explanation with reference to validating the structural framework of

the theory’. (1995, 7)

Fourth, the problem of individuality is not solved by shifting to field theories; if
anything it becomes more intractable. As Teller points out:

Conventional quantum mechanics seems incompatible with a classical notion of property
on which all quantities always have definite values. Quantum field theory presents an
exactly analogous problem with saying that the number of ‘particles’ is always definite.

(1990, 594)

In quantum field theories the state may be a superposition of different definite
particle number states. Furthermore, for a given state of the field (how many
particles there are) is dependent on the frame of reference adopted. So particles
seem to lose their reality in the field theoretic approach. Teller himself advocates
an interpretation in terms of ‘quanta’ which are excitations of the field that may
be aggregated like particles (we can say there is a state with so many quanta), but
cannot be enumerated (we cannot say this is the first, this the second, and so on);
quanta are not individuals.!8

18 Decio Krause (1992) developed a formal framework for non-individual entities based on an
extension of set theory to include sets which have a cardinality but no ordinality; sets of quanta
would have this feature. A similar project has been undertaken by Chiara et al. (1998) and her
co-workers. This kind of analysis is developed in breadth and detail in French and Krause (2006).
Lowe also thinks that fermions like electrons are countable but not individuals since there is no fact
of the matter about which is which (2003b, 78).
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Ernst Cassirer rejected the Aristotelian idea of individual substances on the
basis of physics, and argued that the metaphysical view of the ‘material point’ as
an individual object cannot be sustained in the context of field theory. He offers
a structuralist conception of the field:

The field is not a ‘thing’, it is a system of effects (Wirkungen), and from this system no
individual element can be isolated and retained as permanent, as being ‘identical with
itself” through the course of time. The individual electron no longer has any substandiality
in the sense that it per se est et per se concipitur; it ‘exists’ only in its relation to the field, as
a ‘singular location’ in it. (1936 [1956], 178)1?

OSR agrees with Cassirer that the field is nothing but structure. We can’t
describe its nature without recourse to the mathematical structure of field
theory. Holger Lyre also argues for structural realism in the interpretation of
quantum field theory. He argues that ‘the traditional picture of spatiotemporally
fixed object-like entities is undermined by the ontology of gauge theories in
various ways and that main problems with traditional scientific realism ... can
be softened by a commitment to the structural content of gauge theories, in
particular to gauge symmetry groups’ (2004, 666). He goes on to note that his
favoured interpretation of gauge theories (in terms of non-separable holonomies)
is one according to which the fundamental objects are ontologically secondary to
structure. (The notion of structure he has in mind is group-theoretic structure
to which we return below.)20

In contemporary accounts, fields are local, in the sense that field quantities are
attributed to spacetime points (or, taking into account quantum entanglement,
spacetime regions). The problem of individuality now arises again as that of
whether fields themselves are individuals or whether they are the properties
of spacetime points; this pushes the problem back to whether the spacetime
points are individuals. This latter issue is bound up with the debate about
substantivalism in the foundations of General Relativity (GR) to which we now
turn.?!

19 This description of the field as ‘a system of effects’ raises an analogue of the problem about
relations without relata which we discuss below, namely, how can we have an effect without a
something which is doing the effecting?

20 See also Auyang (1995), who adopts a Kantian approach to quantum field theory. According
to her, spacetime is absolute, in the sense that it is presupposed by the concept of individuals, but
is not a substance. Spatio-temporal relations are only ‘implicit’ (138), but their structure makes
‘events’ numerically distinct, so events are individuated structurally. The conceptual structure of
the world as a field is represented by a fibre bundle (133). Events are entities in an interacting
field system (129) (which are identified by a parameter of the relevant base space in a fibre bundle
formulation) and divided into kinds via groups (130—2). Auyang thinks that neither spacetime
structure, nor event structure should be given ontological priority: ‘[t/he event structure and the
spatio-temporal structure of the objective world emerge together’ (135).

21 Note that when it comes to quantum field theory in a curved spacetime, ‘a useful particle
interpretation of states does not, in general, exist’ (Wald 1984, 47, quoted in Stachel 2006, 58). See
also Malament (1996) and Clifton and Halvorson (2002), who show that there is a fundamental
conflict between relativistic quantum field theory and the existence of localizable particles.
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3.2 INDIVIDUALITY AND SPACETIME PHYSICS

In the context of GR the old debate between substantivalism and relationalism
about space must be reconstrued in terms of spacetime.?2 To a first approxi-
mation, the former view holds that the points of the spacetime manifold exist
independently of the material contents of the universe, while the latter maintains
that spatio-temporal facts are about the relations between various elements of
the material contents of spacetime. The main foundational novelty of GR is that
spacetime itself is dynamical according to the theory. The state of a universe
in GR is specified by a triple <M, g, T>, where M is a differential manifold
with a topology, g is a local Minkowski metric, T is the stress-energy tensor and
encodes the distribution of matter and energy in spacetime, and where g and T
satisfy Einstein’s field equations. The latter are preserved under all diffeomorphic
coordinate transformations (general covariance). The gravitational field in GR is
identified with the metrical structure of spacetime.

There has been much dispute about whether GR supports relationism or
substantivalism about spacetime. The theory lacks a preferred foliation of
spacetime into space and time, and its metric and geometry are dynamical,
suggesting relationism (because if spacetime is not a fixed background structure
there is less reason to think of it as a substance). On the other hand, the stress-
energy tensor T does not uniquely determine the structure of spacetime, as there
is a solution to the field equations where the whole universe is rotating, which is
an absurdity from a Machian point of view and is suggestive of substantivalism.23
Moreover, the theory provides for the transfer of energy from physical objects to
spacetime itself. Another problem for the relationist is that the field equations
of GR have solutions where spacetime is entirely empty of matter. Hence, the
theory seems to imply that spacetime can exist and have properties and structure,
independently of its material contents. Furthermore, prima facie, the theory
quantifies over spacetime points and predicates properties of them. Perhaps the
most compelling argument in favour of substantivalism is that spacetime in GR
is physical in the sense that it acts on matter and matter acts on it (unlike
Minkowski spacetime in Special Relativity).24

On the other hand, the main problem for substantivalism is that the general
covariance of the field equations of GR means that any spacetime model and its

22 There is much debate about what exactly Newton and Leibniz thought, of course, and the
relationships between dynamics and geometry, and notions of absolute space and time, and ideas
about substance and ontological priority, are complex. See, for example, DiSalle (1994).

23 See Sklar (1974).

24 Harvey Brown argues that the physical relationship between spacetime structure and matter
is completely mysterious in Special Relativity. The violation of the action—reaction principle by
spacetime, because it affects matter but not vice versa, has also been invoked as a reason to be
suspicious about ontological commitment to Minkowski spacetime in Special Relativity. See Brown
and Pooley (forthcoming), Brown (2005).
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image under a diffeomorphism (an infinitely differentiable, one-one and onto
mapping of the model to itself) are in all observable respects equivalent to one
another; all physical properties are expressed in terms of generally covariant
relationships between geometrical objects. In other words, since the points of
spacetime are entirely indiscernible one from another, it makes no difference
if we swap their properties around so long as the overall structure remains the
same. This is made more apparent by the so-called ‘hole argument’ which shows
that if diffeomorphic models are regarded as physically distinct then there is a
breakdown of determinism:

X =<M,g, T > is asolution of GR, d:M — M is a diffeomorphism.
Then X' =< M, d * g,d * T > is also a solution of GR.

Let h be a hole diffeomorphism, that is h differs from the identity map inside
a region R of M, but smoothly becomes the identity at the boundary of R and
outside. There are arbitrarily many such hs for R. Hence, the state inside R
cannot be determined by the state outside R no matter how small R is, and
so determinism fails. Substantivalists cannot just bite the bullet and accept this
since, as Earman and Norton (1987) argue, the question of determinism ought
to be settled on empirical/physical grounds and not metaphysical ones.

There have been a variety of responses to this problem. Lewis (1986) and Brig-
house (1994) suggest accepting haecceitism about spacetime points, but argue
that it shouldn’t worry us that haecceitistic determinism, that is determinism
with respect to which points end up with which metrical properties, fails. Melia
(1999) also criticizes the notion of determinism employed by Earman and Nor-
ton. Nonetheless most philosophers of physics seem to have concluded that if
spacetime points do have primitive identity then the substantivalist who is com-
mitted to them must regard the failure of haecceitistic determinism as a genuine
failure of determinism. Hence, others have sought to modify the substantivalism.
It is fair to ask: if spacetime is a substance, what is the substance in question? Is
it the manifold alone, the manifold plus the metric, or the manifold, metric, and
the matter field?25

According to manifold substantivalism, the manifold itself represents space-
time. Earman and Norton (1987) argue that manifold substantivalism is the
appropriate way to understand substantivalism in the context of GR because
it embodies the distinction between the container and the contained that they
regard as the definitive commitment of substantivalism. One way round the hole
argument for manifold substantivalists is to adopt metric essentialism, namely
the idea that the manifold M has its metrical properties essentially so that
there is no other possible world where the same points have different properties
(see Maudlin 1990). This means that the identity of each spacetime point

25 This is often called super-substantivalism; see Sklar (1974).
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depends on its metrical properties and that general covariance fails. The problem
with this is that physicists seem to regard diffeomorphic models as equivalent.

We think the correct response to the hole argument is that recommended
by Robert DiSalle (1994). He suggests that the szructure of spacetime be accepted
as existent despite its failure to supervene on the reality of spacetime points. A
similar view has been proposed by Carl Hoefer, who argues that the problems
for spacetime substantivalism turn on the ‘ascription of primitive identity to
space-time points’ (1996, 11). Hence, it seems that the insistence on interpreting
spacetime in terms of an ontology of underlying entities and their properties
is what causes the problems for realism about spacetime. This is similar to the
position developed by Stein (1968) in his famous exchange with Griinbaum,
according to which spacetime is neither a substance, or a set of relations between
substances, but a structure in its own right. It seems that the ontological
problems of QM and GR in respect of identity and individuality both demand
dissolution by OSR.

The analogy between the debate about substantivalism, and the debate about
whether quantum particles are individuals was first explicitly made by Ladyman
(1998), but others such as Stachel (2002) and Saunders (2003c) have elaborated
it. However, Pooley (2006) argues that there is no such analogy, or at least
not a very deep one, in part because he thinks that there is no metaphysical
underdetermination in GR. According to him the standard formulations of the
theory are ontologically committed to the metric field, and the latter is most nat-
urally interpreted as representing ‘spacetime structure’ (89). However, there is a
long-standing dispute about this between so-called ‘sophisticated substantivalists’
on the one hand (see for example, Brighouse 1994 and Butterfield 1989), and
Earman and others on the other hand (see Earman and Norton 1987 and Belot
and Earman 2000, 2001). The latter maintain that the essence of relationism
is the doctrine of Leibniz equivalence according to which diffeomorphic mod-
els always represent the same physically possible situation. Hence they argue
that since sophisticated substantivalists accept Leibniz equivalence, and deny
manifold substantivalism, sophisticated substantivalism is a ‘pallid imitation” of
relationism (Belot and Earman, 2001, 249). On the other hand, Pooley argues
that the only metaphysical dispute in GR concerns what he calls ‘haecceitist’
(manifold) and ‘anti-haecceitist’ (sophisticated or metric) substantivalism, and
he argues that there is no underdetermination in relation to this issue since the
haecceitist version is plainly wrong. He argues, contrary to Belot and Earman
2000, that the substantivalist can accept that diffeomorphic models do not
describe distinct possible worlds despite differing in respect of the permutation
of spacetime points, and that to do so is not ad hoc if one supposes that the
numerical distinctness of the individual points is grounded in their positions
in a structure (Pooley 2006, 103). On this view, in so far as there are points
in GR, they are the members of equivalence classes under the diffeomorphism

group.
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Pooley argues that the permutation invariance that underlies the problems of
individuality in QM is very different from the diffeomorphism invariance of GR,
because the latter case concerns a symmetry of the theory, whereas the former
case concerns symmetries of solutions of the theory as well as the theory itself.
He is surely right that there are considerable formal differences between the two
cases. However, for our purposes these are less important than the fact that both
QM and GR give us every reason to believe that the realists must interpret the
theories as describing entities whose identity and individuality are secondary to
the relational structure in which they are embedded.

Mauro Dorato is also a structuralist about spacetime: “To say that spacetime
exists just means that the physical world exemplifies, or instantiates, a web
of spatiotemporal relations that are described mathematically’ (2000, 7). He
thinks that spacetime has objective existence, but not as a substance, and that
a structuralist form of realism about spacetime avoids the problems facing
substantivalism and captures all the features that make relationism so attractive.
However, Dorato insists that, ‘to the extent that real relations, as it is plausible,
presuppose the existence of relata, then spatiotemporal relations presuppose physical
systems and events’ (2000, 7; his emphasis). Dorato thinks that we may avoid the
supervenience of such relations on their relata by adopting a form of Armstrong’s
bundle theory of individuals, but it is not clear whether such a move eliminates
all non-structural elements. Indeed, he earlier remarks that ‘spacetime points can
only be identified by the relational structure provided by the gravitational field’
(2000, 3; his emphasis). This, of course, throws the issue back to the field, and
Dorato agrees with Cao in his review of the latter’s book (Dorato 1999) that
the existence of spatio-temporal relations must be underpinned by the existence
of the gravitational field, understood as a ‘concrete’ and hence, presumably,
non-structural, entity.26

However, there is some ambiguity here. Dorato identifies Cao as an ontic
structural realist, because the latter denies that the structures postulated by field
theories must be ‘ontologically supported by unobservable entities’ (Cao 1997,
5). Dorato writes that, according to Cao,

while structural relations are real in the sense that they are testable, the concept of
unobservable entities that are involved in the structural relations always has some
conventional element, and the reality of the entities is constituted by, or derived from,
more and more relations in which they are involved. (2000, 3)

26 Dorato gives a version of the Redhead argument here which we discuss below. He says, ‘T don’t
know how one can attribute existence as a set of relations in an observable or unobservable domain
without also requiring that these relations be exemplified by non-abstract relaza, namely the field
itself, to be regarded as a new type of substance, radically different from the traditional, Aristotelian
ousia’ (Dorato 1999, 3; his emphasis). That Dorato is inclined towards a form of epistemic structural
realism is clear from his insistence that, although we often identify physical entities via their relations,
‘epistemic strategies for identifications should not be exchanged for ontological claims’ (1999, 3).
Dorato argues that structural realism needs entity realism to be plausible (1999, 4).
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Dorato comments that, ‘[i]n this respect, entities postulated by physical theories
are to be regarded as a web of relations, not presupposing substance-like entities
or “hangers” in which they inhere’ (2000, 3). This is once again reminiscent of
Cassirer who said: “To such a point also no being in itself can be ascribed; it
is constituted by a definite aggregate of relations and consists in this aggregate’

(1936, 195).27

3.3 OBJECTIVITY AND INVARIANCE

Given that we have argued that relational structure is more ontologically
fundamental than objects we need to say something about how objects ought to
be regarded. In the next chapter we will offer a positive account of ‘real patterns’
that accounts for commitment to objects in the generalizations of the special
sciences. When it comes to fundamental physics, objects are very often identified
via group theoretic structure. Hence, Eddington says: “What sort of thing is
it that I know? The answer is structure. To be quite precise it is structure of
the kind defined and investigated in the mathematical theory of groups’ (1939,
147). Group theory was first developed to describe symmetry. A symmetry is a
transformation of some structure or object which leaves it unchanged in some
respect. A group of symmetry transformations is a mathematical object which
consists of the set of transformations, including the identity transformation and
the inverse of each transformation, and the operation of composing them, where
the result of two composed transformations is itself in the original set. Objects can
be identified in terms of which symmetry transformations leave them unchanged
or invariant.?8

For example, one of the most fundamental distinctions between kinds of
particles is that between fermions and bosons. This was described group theo-
retically by Weyl and Wigner in terms of the group of permutations, and the
former’s approach to relativity theory was similarly group-theoretic.?® In the case
of QM, Weyl asserts that: ‘All quantum numbers, with the exception of the
so-called principal quantum number, are indices characterizing representations
of groups’ (1931, xxi). The central point of philosophical relevance here is
that the mathematical idea of invariance is taken by Weyl to characterize the

27 Esfeld and Lam (forthcoming) argue for structural realism about spacetime, as does Bain
(2003): ‘Conformal structure, for instance, can be realized on many different types of “individuals”:
manifold points, twisters or multivectors ... What is real, the spacetime structuralist will claim, is
the structure itself and not the manner in which alternative formalisms instantiate it’ (25).

28 The history of symmetries in science is discussed in Mainzer (1996).

29 See Ryckman (2005) for a beautiful account of the history of relativity theory and Weyl’s
role in it. Ryckman argues that the work of Eddington and Weyl was profoundly influenced by
the phenomenology of Husserl. The latter seems to have understood objectivity in terms of in-
variance.
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notion of objectivity.3° It is this that liberates physics from the parochial con-
fines of a particular coordinate system. For Weyl appearances are open only to
intuition (in the Kantian sense of subjective perception) and therefore agreement
is obtained by giving objective status only to those relations that are invariant
under particular transformations. What is particularly striking is the way that
Weyl uses the insights gathered from his work on transformations and invariants
in relativity theory to make his crucial contribution to the development of QM.
The choice of the momentum space representation of Schrédinger amounts to
the choice of a coordinate system. Weyl saw immediately that the proto-theories
of Schrodinger and Heisenberg had fundamental mathematical similarities. He
therefore took them to be in all important respects different versions of the same
theory:

[TThe essence of the new Heisenberg-Schrédinger-Dirac quantum mechanics is to be
found in the fact that there is associated with each physical system a set of quantities,
constituting a non-commutative algebra in the technical mathematical sense, the elements
of which are the physical quantities themselves. (Weyl 1931, viii)

Weyl here anticipates von Neumann’s unification of the theories in his classic
text on QM, and indeed Dirac in his book on the theory cites Weyl as the only
previous author to employ the same ‘symbolic method’ for the presentation of
the theory as he does himself. This method according to Dirac ‘deals directly in
an abstract way with the quantities of fundamental importance (the invariants
etc., of the transformations)’ and therefore it goes ‘more deeply into the nature
of things’ (1930, viii). Dirac uses vectors, and not rays in Hilbert space like Weyl
and von Neumann, in his treatment of QM, but both he and Weyl recognized
that the mathematical status of the two rival theories of QM as alternative
representations of the same mathematical structure makes preference for either
eliminable once a unified framework is available.3!

The idea then is that we have various representations of some physical structure
which may be transformed or translated into one another, and then we have an
invariant state under such transformations which represents the objective state
of affairs. Representations are extraneous to physical states but they allow our
empirical knowledge of them. Objects are picked out by the identification of

30 Weyl’s views have recently been revived by Sunny Auyang (1995) in an explicitly neo-Kantian
project which attempts to solve the problem of objectivity in QM. Auyang seeks to extract the
‘primitive conceptual structure’ in physical theories and she too finds it in what she calls the
‘representation-transformation-invariant structure’. This is essentially group-theoretic structure.
Auyang, like Born and Weyl, thinks that such invariant structure under transformations is what
separates an objective state of affairs from its various representations, or manifestations to observers
under different perceptual conditions.

31 It may not have been until the empirical success resulting from Dirac’s relativistic theory of
the electron, which was based on the underlying group structure, that it was widely acknowledged
by physicists that the abstract structure of a group is of greater significance than particular
representations of it. Indeed, in the early days of QM Weyl reports that some talked of eliminating
the ‘group pest’ (Weyl 1931, x).
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invariants with respect to the transformations relevant to the context. Thus, on
this view, elementary particles are hypostatizations of sets of quantities that are
invariant under the symmetry groups of particle physics. When we move to gauge
quantum field theories, group theory is even more important as each theory is
associated with a different symmetry group, and the unification of theories was
achieved by looking for theories with the relevant combined symmetry. (For
example, U(1) for QED, SU(2) for the theory of the weak interaction, and
SU(2) x U(1) for the unified electroweak theory.) Here is Lyre again: ‘a group
theoretic definition of an object takes the group structure as primarily given,
group representations are then constructed from this structure and have a mere
derivative status’ (2004, 663). He goes on to note that the objects of a theory are
members of equivalence classes under symmetry transformations and no further
individuation of objects is possible. Similarly, Kantorovich (2003) argues that
the symmetries of the strong force discovered in the 1960s are ontologically prior
to the particles that feel that force, namely the hadrons, and likewise for the
symmetries of the so-called ‘grand unification’ of particle physics in the standard
model.32

The founders of structuralism shared an appreciation of the importance of
group theory in the ontology of physics. Ernst Cassirer held that the possibility
of talking of ‘objects’ in a context is the possibility of individuating invariants
(1944). Similarly, Max Born says: ‘Invariants are the concepts of which science
speaks in the same way as ordinary language speaks of “things”, and which it
provides with names as if they were ordinary things’ (1953, 149), and: “The
feature which suggests reality is always some kind of invariance of a structure
independent of the aspect, the projection’ (149). He goes so far as to say: ‘I think
the idea of invariant is the clue to a relational concept of reality, not only in
physics but in every aspect of the world” (144).33

Consider the following remark by Howard Stein:

if one examines carefully how phenomena are ‘represented’ by the quantum theory ... then
... interpretation in terms of ‘entities’ and ‘attributes’ can be seen to be highly dubious ... I
think the live problems concern the relation of the Forms ... to phenomena, rather than
the relation of (putative) attributes to (putative) entities ... (1989, 59)

The forms in question are given in part by the invariance structure of theories.34

32 Although he does not cite French and Ladyman, Kantorovich does refer to van Fraassen’s
(2006) discussion of ‘radical structuralism’ (which is the latter’s name for OSR) as closest to his
own view.

33 This undercuts Putnam’s paradox: objects are given only up to isomorphism.

34 The importance of group theory in the development of structuralism deserves further
historical analysis. It played a crucial role in epistemological reflections on geometry in relation
to Klein’s Erlanger programme (Birkhoff and Bennett 1988). See French (1998, 1999, 2000)
and Castellani (1998) who have explored the ontological representation of the fundamental objects
of physics in terms of sets of group-theoretic invariants by Weyl, Wigner, Piron, Jauch, and
others.
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3.4 THE METAPHYSICS OF RELATIONS

To be an alternative to both traditional realism and constructive empiricism,
structural realism must incorporate ontological commitment to more than the
empirical content of a scientific theory, namely to the ‘structure’ of the theory.
We have argued that relational structure is ontologically subsistent, and that
individual objects are not. However, the idea that there could be relations
which do not supervene on the properties of their relata runs counter to a
deeply entrenched way of thinking. The standard conception of structure is
either set-theoretic or logical. Either way it is assumed that a structure is
fundamentally composed of individuals and their intrinsic properties, on which
relational structure supervenes. The view that this conceptual structure reflects
the structure of the world is called ‘particularism’ by Teller (1989) and ‘exclusive
monadism’ by Dipert (1997).35 It has been and is endorsed by many philosophers,
including, for example, Aristotle and Leibniz.

In particular, consider the doctrine that David Lewis calls Humean superve-
nience:

[A]Il there is to the world is a vast mosaic of local matters of particular fact, just one
litcle thing and then another... We have geometry: a system of external relations of
spatio-temporal distance between points (of spacetime, point matter, aether or fields or
both). And at these points we have local qualities: perfectly natural intrinsic properties
which need nothing bigger than a point at which to be instantiated ... All else supervenes
on that. (1986, x)

Recall that intrinsic properties are those which may be possessed by something
independently of whether or not there are other entities, such as charge, mass,
and so on. Extrinsic properties are non-intrinsic properties, such as being
north-east of Bristol. By ‘all else’ Lewis means all truths of causation, laws,
and identity over time. He argues that all that exists, according to physics, is
a web of intrinsic properties of objects and spatio-temporal relations, extrinsic
properties are determined by that. There are no abstract entities nor any necessary
connections. ‘[A]ll the facts there are about the world are particular facts, or
combinations thereof” (ibid. 111). Lewis argues that Humean supervenience is
only contingently true, and that: ‘If physics itself were to teach me that it is false,
I wouldn’t grieve’ (ibid. xi).

Indeed, it is surely natural science, and in particular mechanistic materialism,
that has inspired the addition of Humean supervenience to particularism.
Although Lewis considers that QM may indeed teach that Humean supervenience
is false, this is a lesson he refuses to learn, on the grounds that QM is ‘imbued

35 Dipert argues for a structuralist metaphysics in terms of the theory of graphs. It is noteworthy
that some research in quantum gravity makes use of graph theory and cognate mathematics.
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with instrumentalist frivolity’, ‘double thinking deviant logic’ and ‘supernatural
tales’ (ibid.). Yet if we are to be scientific realists (as Lewis would claim) we
should surely have our metaphysics informed by our best physics, and we can
hardly object that we will only do this if the deliverances of physics coincide with
our prejudices. The interpretation of quantum theory may well be fraught with
difficulty but the theory has produced many novel predictions and has been well
confirmed to an unprecedented degree of precision.3¢ We have already explained
how quantum theory challenges the assumption that the entities which physics
describes are individuals. We now turn to what it has to tell us about the ontology
of relations, and in particular, about whether relations are supervenient on the
properties of their relata as Humean supervenience requires.

If two electrons are in a joint state that is ‘entangled’ (like the singlet state)
then according to QM they do not have any non-relational state-dependent
properties. Paul Teller proposes the existence of ‘non-supervenient relations’
(see, for example, 1989), that is, relations that do not supervene on the monadic
properties of their relata, in the interpretation of entangled states in QM. On this
view, facts about relations must be understood as irreducible to facts about the
non-relational properties of individuals; hence this is opposed to particularism
as defined above. As mentioned previously, these relations are part of a classical
ontology of individuals in Teller’s picture. However, it is worth investigating
the nature of these non-supervenient relations in order to appreciate how QM
challenges classical intuitions about ontology, like those which motivate Lewis’s
notion of Humean supervenience.3”

Jeremy Butterfield (1992) has argued that non-supervenient relations are
equivalent to what Lewis (1986) calls ‘external relations’. According to Lewis, an
internal relation is one which supervenes on the intrinsic properties of its relata,
in the sense that there can be no difference in the relations between them without
a difference in their intrinsic properties. For example, if two objects are related
by ‘bigger than’, then this relation supervenes on the sizes of the two objects.
On the other hand, an external relation is one which fails to supervene on the
intrinsic properties of its relata, but does supervene on the intrinsic properties of
their ‘composite’. The example Lewis gives is of the spatial separation of a proton
and an electron orbiting it (a hydrogen atom), where this system is understood
classically as if it were like the Moon orbiting the Earth. This relation will not

36 We could read Lewis as saying that he won’t take ontological lessons from QM until there
is a satisfactory resolution of the measurement problem, but Bell’s theorem tells us that any such
resolution must do violence to at least part of Lewis’s metaphysical picture. As we pointed out in
1.2.3, Bell’s theorem is not about QM, but rather reveals constraints on any empirically adequate
successor to QM. Entanglement, as identified with the violation of Bell inequalities, is an empirical
discovery not a theoretical posit. Lewis later engaged with QM in more depth, but his earlier work is
what has been most influential. Note, while recalling our invective about domesticating metaphysics
in 1.1, that his preferred solution to the measurement problem is the one that he finds to be ‘a
comfortable and plausible way for nature to work’ (2004, 10).

37 Michel Bitbol (forthcoming) points out that Kant called such relations ‘ungrounded relations’.
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supervene on the intrinsic properties of the relata (since their duplicates could be
further apart). Lewis then seems simply to define the composite of the electron
and nucleus as the two of them with their spatio-temporal properties, so that
their spatial separation does supervene on them taken together. The composite
cannot be just the set of the two of them (62).38

All the external relations that we can think of are such spatial or spatio-temporal
relations. Consider the relation of ‘being each others’ mirror image’. Does this
supervene on the properties of the composite of two objects? If we suppose that
it picks up all the spatio-temporal relations of the objects then it would seem so.
The same presumably goes for the relation of ‘being inside of’. However, notice
that such relations also supervene on the intrinsic and relational properties that
each element of the composite has independently of the whole or the other part.
So if a book is inside a bag we can imagine that this relation consists in nothing
more than the positions of the two objects relative to everything else there is in
the world. Similarly, the spatial separation of the electron and its proton (or the
Moon and the Earth) supervenes on the relational, in particular, spatial properties
each object has quite independently of the other or of the composite as a whole
(the position of each relative to the Sun, say). The existence of such relations does
not trouble Lewis because it does not threaten Humean supervenience, which
is fundamentally the thought that there are no necessary connections between
distinct existences. Spatio-temporal relations may not supervene on intrinsic
properties but they do supervene on relational properties of the relata that are
mutually independent.

The entangled states of QM do not supervene on the intrinsic properties
of their relata, because in an entangled state with respect to some observable
each particle has no state of its own with respect to that observable but rather
enters into a product state. The only intrinsic properties that an entity in an
entangled state has that are independent of the other entities in that state
are its state-independent properties such as charge, mass, and so on, and in
general, its relational properties depend on the other entities to which it is
related. Hence, unlike external relations, the non-supervenient relations into
which several quantum particles may enter are not even supervenient on the
relational properties which their relata possess independently of each other. They
are much more independent of the properties of the individual particles than
spatio-temporal relations between classical objects. This would seem to refute
Humean supervenience in so far as the doctrine is supposed to be inspired by
science as Lewis claims.3?

38 Recall the discussion of the metaphysical notion of composition in 1.2.3.

39 Carol Cleland (1984) introduced a distinction between a weakly non-supervenient relation,
where the relation is not determined by non-relational attributes of the relata, but the latter are
possessed by the relata, and a strongly non-supervenient relation, where the relata lack any relevant
non-relational attributes altogether. French (1989) argues that entangled states are strongly non-
supervenient. See also Esfeld (2004), who agrees that pointing to the existence of non-supervenient
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To recap, standard metaphysics assumes that:

(i) There are individuals in spacetime whose existence is independent of each
other.%® Facts about the identity and diversity of these individuals are
determined independently of their relations to each other.4!

(ii) Each has some properties that are intrinsic to it.

(iii) The relations between individuals other than their spatio-temporal relations
supervene on the intrinsic properties of the relata (Humean supervenience).

(iv) PIIis true, so there are some properties (perhaps including spatio-temporal
properties) that distinguish each thing from every other thing, and the
identity and individuality of physical objects can be accounted for in purely
qualitative terms.

We have argued against all these theses (except (iv) suitably modified). Both QM
and relativity theory teach us that the nature of space, time, and matter raises
profound challenges for a metaphysics that describes the world as composed of
self-subsistent individuals. In so far as quantum particles and spacetime points
are individuals, facts about their identity and diversity are not intrinsic to them
but rather are determined by the relational structures into which they enter. We
have argued that entanglement as described by QM teaches us that Humean
supervenience is false, and that all the properties of fundamental physics seem to
be extrinsic to individual objects.4? Finally, PII is true only in its weakest form
when applied to fermions, and even so, Leitgeb and Ladyman (forthcoming)
note that there is nothing to rule out the possibility that the identity and diversity
of individuals in a structure is a primitive feature of the structure as a whole that
is not accounted for by any other facts about it.

John Stachel (2006), reviewing the discussion of the relative ontological
priority of relations and things, identifies four views:

(I) There are only relations, and no relata.

(IT) There are relations in which the things are primary, and their relations are
secondary.

relations is insufficient to capture quantum entanglement because the failure of supervenience is
different from the failure of spatio-temporal relations to supervene on the intrinsic properties of
their relata.

40 Einstein in a letter to Max Born (1971, 170—1; quoted in Hagar 2005, 757 and Maudlin
2002a, 48) says that the idea of independently existing objects comes from ‘everyday thinking’.
He also regards it as a necessary presupposition of physics. Subsequent developments seem to have
proved him wrong in this second speculation.

41 Recall from 1.2.1 Lowe’s claim: ‘Certainly, it seems that any satisfactory ontology will
have to include self-individuating elements, the only question being which entities have this
status—space-time points, bare particulars, tropes, and individual substances all being among the
possible candidates’ (2003b, 93)

42 Weyl says that it has been assumed that descriptions of relations between particles refer to the
intrinsic attributes of things in themselves, but that ‘in quantum theory we are confronted with a
fundamental limitation to this metaphysical standpoint’ (1931, 76).
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(ITT) There are relations in which the relation is primary, while the things are
secondary.

(IV) There are things, such that any relation between them is only apparent.
OSR is construed as either (I) or (III). (I) seems to be incoherent, because:

(a) The Earth is bigger than the Moon.

(b) (a) asserts that there is a certain relation between the Earth and the Moon.

The best sense that can be made of the idea of a relation without relata is the
idea of a universal. For example, when we refer to the relation referred to by
‘larger than’, it is because we have an interest in its formal properties that are
independent of the contingencies of their instantiation. To say that all that there
is are relations and no relata, is therefore to follow Plato and say that the world
of appearances is illusory.

However, Stachel points out that (I) can be read as asserting that, while
there are relata, they can be analysed into further relational structure themselves.
(I) means therefore that ‘it’s relations all the way down’.43

Michael Esfeld (2004) is clear in his rejection of (I) and claims that:
(a) Relations require relata.
But he denies that:

(b) These things must have intrinsic properties over and above the relations in
which they stand. 44

Esfeld also rejects (I1I) and (like Pooley) seems to hold:
(V) There are things and relations but neither is primary or secondary.

However, it is not clear whether this is consistent with Esfeld’s avowed determi-
nation to make his metaphysics empirically motivated, because, as discussed in
3.1, Saunders (2003a, 2003b, and 2006) shows that, because fermions satisfy PII
formulated in terms of weak discernibility, it is possible to regard all facts about
the identity and diversity of them as supervenient on facts about the relations
into which they enter, suggesting at least that relations are primary to things.

43 Cf. Saunders (2003d, 129). Stachel denies that there is any reason to think (I) holds in
general. We disagree and maintain that contemporary physics gives us good reason to expect that
(I) is correct. (We return to this issue in 3.7.3.) Note that Stachel is not pursuing the kind of
unifying metaphysics in which we are engaged here, but rather a case by case description.

44 This is slightly misleading since the particles in entangled states still have their intrinsic
essential or state-independent properties. Esfeld’s point is surely that quantum particles need not
have any intrinsic properties relevant to the relation in question. What is important is that even
if the state-independent properties of QM are genuinely intrinsic rather than emergent from some
further structure (and that seems unlikely), the fact that particles in entangled states may have all
the same properties and relations as each other means that they cannot be individuated by such
intrinsic properties.



James Ladyman and Don Ross 153

In any case, disagreements among structuralists aside, none of the philosophers
we have been discussing affirm (II) or (IV), or the existence of self-subsistent
individual things. Saunders clearly agrees with Esfeld that fermions are not
self-subsistent because they are the individuals that they are only given the
relations that obtain among them. There is nothing to ground their individuality
other than the relations into which they enter. The individuality of quantum
particles is ontologically on a par with (V), or secondary to (III), the relational
structure of which they are parts. (In Einstein’s terms, particles do not have
their own ‘being thus’.) Stachel (III) and says that in so far as the entities
of modern physics have individuality they ‘inherit it from the structure of
relations in which they are enmeshed’ (2006, 58). Tim Maudlin argues that this
means the end of ontological reductionism, and abandoning the combinatorial
conception of reality that comes from thinking of the world as made of
building blocks, each of which exists independently of the others (1998, 59).
As he says, and contrary to what Lewis thinks, “The world is not just a set
of separately existing localized objects, externally related only by space and
time’ (60).

There is thus growing convergence among philosophers of physics that
physics motivates abandonment of a metaphysics that posits fundamental self-
subsistent individuals. Since this is essentially a negative point, it might seem
to be grist to the mill of the constructive empiricist. After all, according to
van Fraassen, the opposition between constructive empiricism and standard
scientific realism is really that between empiricism and metaphysics, so every
retreat from a metaphysical commitment found to be unmotivated by empirical
phenomena constitutes a local victory for constructive empiricism. Howev-
er, we argued in the previous chapter that even the constructive empiricist
cannot do without some metaphysics, in particular, without a commitment
to objective modal relations. We argued in Chapter 2 that it is just such
a commitment that structural realism needs in order to avoid regarding the
success of scientific induction as miraculous. If science tells us about object-
ive modal relations among the phenomena (both possible and actual), then
occasional novel predictive success is not miraculous but to be expected. Fur-
thermore, the fact that scientific theories support counterfactual conditionals
is also explained. Provision of these explanations is not a matter of satisfying
philosophical intuitions, but of unifying scientific practices and theories. We
thus suggest that in addition to the negative thesis that physical theory should
not be interpreted in terms of underlying objects and properties of which the
world is made, we are motivated in accordance with the PNC to take seriously
the positive thesis that the world is structure and relations. Individual things
are locally focused abstractions from modal structure. By modal structure we
mean the relationships among phenomena (tracked or located, for reasons and
according to principles we will discuss in Chapter 4, as things, properties,
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events, and processes) that pertain to necessity, possibility, potentiality, and
probability.45

Of course, all the considerations from physics to which we have appealed do
not logically compel us to abandon the idea of a world of distinct ontologically
subsistent individuals with intrinsic properties. As we noted, the identity and
individuality of quantum particles could be grounded in each having a primitive
thisness, and the same could be true of spacetime points. What we can establish
is that physics tells us that certain aspects of such a world would be unknowable.
Recall from Chapter 2 that Rae Langton calls accepting this limitation ‘Kantian
Humility’ (1998), while Lewis (forthcoming) speaks of ‘Ramseyan humility’, and
Frank Jackson accepts that ‘we know next to nothing about the intrinsic nature
of the world. We know only its causal cum relational nature’ (1998, 24). Peter
Unger (2001) also argues that our knowledge of the world is purely structural
and that qualia are the unknowable non-structural components of reality. On
our view, things in themselves and qualia are idle wheels in metaphysics and
the PPC imposes a moratorium on such purely speculative philosophical toys.
Like Esfeld (2004, 614—16), we take it that such a gap between epistemology and
metaphysics is unacceptable. Given that there is no a priori way of demonstrating
that the world must be composed of individuals with intrinsic natures, and given
that our best physics puts severe pressure on such a view, the PNC dictates that
we reject the idea altogether.

3.5 OBJECTIONS TO ONTIC STRUCTURALISM

(1) Relations are impossible without relata.

This objection has been made by various philosophers including Redhead
(personal communication), Psillos (2001), Morganti (2004), and Chakravartty
(1998) who says: ‘one cannot intelligibly subscribe to the reality of relations
unless one is also committed to the fact that some things are related’ (ibid.
399). In other words, the question is, how can you have structure without
(non-structural) objects, or, in particular, how can we talk about a group without
talking about the elements of a group? Even many of those sympathetic to the
OSR of French and Ladyman have objected that they cannot make sense of the
idea of relations without relata (see, for example, Esfeld 2004, Lyre 2004, and
Stachel 20006).

This objection has no force against the view propounded in this chapter.
As French and Ladyman emphasize, the claim that relata are constructed as
abstractions from relations doesn’t imply that there are no relata; rather the

45 The structure of dispositions described by Mumford (2004) and Psillos’s (forthcoming) idea
of nomological structure are cognate.
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opposite. A core aspect of the claim that relations are logically prior to relata
is that the relata of a given relation always turn out to be relational structures
themselves on further analysis.#6 It may be argued that it is impossible to
conceive of relational structures without making models of them on domains
of individuals. For example, although GR only ever licences us to make claims
about an equivalence class of models under the diffeomorphism group, in practice
physicists always work within some model or other. Speculating cautiously about
psychology, it is possible that dividing a domain up into objects is the only way
we can think about it. Certainly, the structuralist faces a challenge in articulating
her views to contemporary philosophers schooled in modern logic and set
theory, which retains the classical framework of individual objects represented
by variables subject to predication or membership respectively. In lieu of a
more appropriate framework for structuralist metaphysics, one has to resort to
treating the logical variables and constants as mere placeholders which are used
for the definition and description of the relevant relations even though it is the
latter that bear all the ontological weight. The same approach is followed in the
interpretation of physics: we see, on a scintillation screen, for example, bright
flashes of light—individual flashes. On the basis of such observable phenomena
we then try to carry over our metaphysics of individuality which is appropriate
for the classical domain, and quantum particles are classified via the permutation
group which imposes the division into the natural kinds of fermions and bosons.
However, in the light of the above discussion we maintain that the elements
themselves, regarded as individuals, have only a heuristic role (see French 1999).
Poincaré adopted a very similar approach in a paper of 1898.47 He defends a
group-theoretic approach to geometry and in response to the objection that in
order to study the group it needs to be constructed and cannot be constructed
without matter, he says ‘the gross matter which is furnished us by our sensations
was but a crutch for our infirmity’ (1898, 41), which serves only to focus our
attention upon the structure of the group.4® We may not be able to think about
structure without hypostatizing individuals as the bearers of structure, but it does
not follow that the latter are ontologically fundamental.

Some of the critics cited above object that OSR is not ‘worked out’ as
metaphysics.#® However, it is far from clear that OSR’s rivals are ‘worked out’ in
any sense that OSR isn’t. There in no general agreement among philosophers that
any of the metaphysical theories of, say, universals is adequate. We ask the reader
to consider whether the main metaphysical idea we propose, of existent structures
that are not composed out of more basic entities, is any more obscure or bizarre
than the instantiation relation in the theory of universals. We think it better

46 An example from pure mathematics is that of the open set, which is a brute object in algebraic
topology, but a relational structure in analysis.

47 This example is due to Mary Domski (1999).

48 Poincaré understands group structure in Kantian terms as a pure form of the understanding.

49 See for example Psillos (2001).
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to attempt to develop the metaphysics presented in this book than to continue
to use off-the-shelf metaphysical categories inherited from the ancient Greeks
that are simply not appropriate for contemporary science or mathematics.50 We
might as well just put it thus: we really mean what the PNC says.

(2) Structural realism collapses into standard realism.

Psillos (1995) claims that structural realism presupposes distinctions between
the form and content of a theory, or between our ability to know the structure and
our ability to know the nature of the world.5! The (sensible) realist will not accept
these distinctions, according to Psillos. He argues that one success of the scientific
revolution was the banishing of mysterious forms and substances that might not
be fully describable in structural terms, and the consequent concentration of the
mechanical philosophers on quantitative descriptions of the properties of things.
For Psillos, properties in mature science are defined by the laws in which they
feature: the nature of something consists in its basic properties, and the equations
expressing the laws these obey.

Similarly, Ernan McMullin, in his paper ‘A Case for Scientific Realism’, says:

“What are electrons? Just what the theory of electrons says they are, no more, no less,
always allowing for the likelihood that the theory is open to further refinement

(1985, 15).

We have a theory of electrons that describes their behaviour in terms of the laws,
interactions, and so on, to which they are subject. This description, which may
be termed a structural one, gives us the last word on electrons, says the realist.
This is what Psillos means when he says that ‘the nature and the structure of a
physical entity form a continuum’ (1995). Hence, for Psillos, structural realism
cannot be distinguished from traditional realism without a dubious distinction
between structure and nature.52

So it seems the realist can claim that structural realism is no different
from scientific realism in so far as it advises a structural understanding of
theoretical entities, because ‘restriction of belief to structural claims is in fact no
restriction at all’ (Papineau 1996, 12). Thus construed, it gains no advantage
over traditional realism with the problem of theory change because it fails to
make any distinction between parts of theories that should and shouldn’t provoke
ontological commitment. Realists may well think that all their knowledge of the

50 Structuralism of a certain kind has become popular in metaphysics recently in the form
of causal essentialism. This is the doctrine that the causal relations that properties bear to other
properties exhaust their natures. See for example, Shoemaker (1980), and also Mumford (2004),
who adopts a structural theory of properties, and Bird (2007) whose theory of dispositions is in
some ways structuralist. Harte (2002) discusses an interesting Platonic form structuralism.

51 Stanford (2003, 570) also argues that we cannot distinguish the structural claims of theories
from their claims about content or natures.

52 This is just the complaint of Braithwaite against Eddington’s structuralism (Braithwaite

1940, 463).
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unobservable is structural, whether they explicate this in the Ramsey way or not,
but this will not help them with ontological discontinuity.

In reply, first consider the claim that the understanding of ‘natures’ in terms of
forms, substances, and the likes was overthrown by the scientific revolution. How
was the ‘nature’ of atoms understood? Atoms were understood as individuals.
Boltzmann incorporated such an understanding of the nature of atoms in terms of
their individuality into Axiom I of his mechanics. Second, the above discussion of
individuality with respect to entities in physics, and the metaphysics of relations
makes it clear that standard scientific realism has been saddled with traditional
metaphysics.

(3) Structural realism might be right for physics but not for the rest of science.

Gower (2000) is one of those who makes the point that structural realism
seems less natural a position when applied to theories from outside of physics.
We agree that this is a feature of science that requires (metaphysical) explanation;
in Chapters 4 and 5 we will provide this. In those chapters we will show how
structural realism about special sciences is necessary if one is to avoid ascribing
a different level of ontological seriousness to them than one ascribes to physics.
Scientists don’t observe any such asymmetry, so this conclusion must be avoided
by the naturalist as being inconsistent with the PNC.

(4) Isn’tstructure also lost in theory change?

Stanford (2003, 570-2) argues that mathematical structure is often lost in
theory change, as does Otavio Bueno (in private discussion). This is an important
point. However, the problem is surely not analogous to the one the realist faces
with respect to ontological discontinuity. The realist is claiming that we ought to
believe what our best scientific theories say about the furniture of the world in the
face of the fact that we have inductive grounds for believing this will be radically
revised, whereas the structural realist is only claiming that theories represent
the relations among, or structure of, the phenomena and in most scientific
revolutions the empirical content of the old theory is recovered as a limiting case
of the new theory. As Post claimed, there simply are no ‘Kuhn-losses’, in the sense
of successor theories losing all or part of the well-confirmed empirical structures
of their predecessors (1971, 229). In sum, we know that well-confirmed relations
among phenomena must be retained by future theories.

(5) If there is no non-structure, there is no structure either.

In a paper delivered in Leiden in 1999, van Fraassen argues that the heart of
the problem with our kind of radical structuralism is this:

It must imply: what has looked like the structure of something with unknown qualitative
features is actually all there is to nature. But with this, the contrast between structure and
what is not structure has disappeared. Thus, from the point of view of one who adopts
this position, any difference between it and ‘ordinary’ scientific realism also disappears.
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It seems then that, once adopted, it is not to be called structuralism at all! For if there is
no non-structure, there is no structure either. But for those who do not adopt the view,
it remains startling: from an external or prior point of view, it seems to tell us that nature
needs to be entirely re-conceived. (van Fraassen 2006, 292-3)

The essence of van Fraassen’s objection here is that the difference between
mathematical (uninstantiated) structure and physical (instantiated) structure
cannot itself be explained in purely structural terms.>3

Van Fraassen (2006, 293—4) reiterates the point in the context of Fock space
formalism used in quantum field theory: all that there is cannot merely be the
structure of this space, he insists, because then there would be no difference
between a cell being occupied and a cell being unoccupied. However, just because
our theory talks of occupation numbers does not imply that what is occupying
the cell must a non-structural object, individual or not. As Auyang points out,
“To say the field is in a state | n(k1),n(k2), ... > is not to say that it is composed
of n(kl) quanta in mode k1 and so on but rather n(kl) quanta show up in an
appropriate measurement’ (Auyang 1995, 159).

Our view is this: scientific realists take it that the appearances are caused
by unseen objects and that the behaviour of these objects can be invoked to
explain the appearances. But the resources of the manifest image cannot be
(directly) used for satisfactory representation in physics. Hence, mathematics has
an ineliminable role to play in theories. When theories are empirically adequate
they tell us about the structure of the phenomena and this structure is (at least in
part) modal structure. However there is still a distinction between structure and
non-structure. Merely listing relations among locators does not state anything
with modal force. Therefore, it doesn’t specify structure in our sense and it isn’t
yet scientific theory as we’ve defended it. Physical structure exists, but what is it? If
it is just a description of the properties and relations of some underlying entities
this leads us back to epistemic structural realism. What makes the structure
physical and not mathematical? That is a question that we refuse to answer. In
our view, there is nothing more to be said about this that doesn’t amount to
empty words and venture beyond what the PNC allows. The ‘world-structure’
just is and exists independently of us and we represent it mathematico-physically
via our theories.54 (This may sound suspiciously Kantian. We can best explain
why it isn’t when we have introduced more theoretical resources than we have
done so far. The reader is asked to be patient on this point until 6.1. But OSR
as we develop it is in principle friendly to a naturalized version of Platonism, a
point we will also touch on in Chapter 4.)

(6) Structural realism cannot account for causation.

53 There is an analogy here with the theory of universals and the problem of exemplification.

54 A similar complaint is made by Cao (2003). Saunders (2003d) points out that there is no
reason to think that ontic structural realists are committed to the idea that the structure of the world
is mathematical.
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Psillos (forthcoming), along with Cao (2003), argues that OSR cannot account
for causal relations. However, Saunders (2003d, 130) argues that causal structure
is a species of modal structure, and as such the advocate of OSR can happily
endorse the claim that the world has an objective causal structure. However,
we are doubtful that fundamental physics motivates a metaphysics that requires
us to acknowledge objective causal structure, for reasons we will give. This way
of seeing off the criticism invites another: though physics doesn’t require the
metaphysician to work causation into the structural fabric, it is harder to avoid
this while maintaining a realist attitude towards special sciences. We discuss these
issues at length in Chapter 5.

3.6 MATHEMATICAL STRUCTURE AND PHYSICAL
STRUCTURE

According to OSR, if one were asked to present the ontology of the world
according to, for example, GR one would present the apparatus of differential
geometry and the field equations and then go on to explain the topology and
other characteristics of the particular model (or more accurately equivalence class
of diffeomorphic models) of these equations that is thought to describe the actual
world. There is nothing else to be said, and presenting an interpretation that
allows us to visualize the whole structure in classical terms is just not an option.
Mathematical structures are used for the representation of physical structure
and relations, and this kind of representation is ineliminable and irreducible in
science. Hence, issues in the philosophy of mathematics are of central importance
for the semantic approach in general, and the explication of structural realism in
particular. This is why van Fraassen says:

One of my great regrets in life is that I do not have a philosophy of mathematics; I will
just assume that any adequate such philosophy will imply that what we do when we use
mathematics is all right. (1994, 269)

The problem for him is that he is a nominalist. But it is worth briefly considering
how some recent proposals in the philosophy of mathematics relate to structural
realism.

Some philosophers of mathematics have recently argued that mathematical
entities such as sets and other structures are part of the physical world and not
therefore mysterious abstract objects (see, in particular, Maddy 1990 and Resnik
1990). This may suggest a kind of Pythagoreanism, asserting the identity of
structures in mathematics and physics, and abandoning the distinction between
the abstract structures employed in models and the concrete structures that
are the objects of physics.55 The canonical concrete substance in physics is

55 We briefly reconsider this idea in 4.4.
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matter, but matter has become increasingly ephemeral in modern physics,
losing its connection with the impenetrable stuff that populates the everyday
world. Resnik (1990), Hale (1990), and Tymoczko (1991) have all made the
point that the ontology of modern physics seems to be increasingly abstract and
mathematical: ‘If you think mathematical objects are weird then take a look at
a physics textbook’ seems to be a simple common form of argument. As van
Fraassen points out, it is often not at all obvious whether a theoretical term refers
to a concrete entity or a mathematical entity (1994, 11). Consider, for example,
the term ‘wave function’. This may all merely be a matter of failing to distinguish
epistemology from metaphysics: the fact that we only know the entities of
physics in mathematical terms need not mean that they are actually mathematical
entities. But there are other grounds for dispensing with the abstract/concrete
distinction.

The distinction is usually made in terms of either causal power or spatio-
temporality. Hence, it is said that concrete objects have causal powers while
abstract ones do not, or, on the other hand, that concrete objects exist in
space and time while abstract ones do not. These categories seem crude and
inappropriate for modern physics. Causation is problematic in the microscopic
domain where, for example, the singlet state in the Bohm-EPR experiment
fails to screen off the correlations between the results in the two wings of the
apparatus, and thus fails to satisfy the principle of the common cause. Nobody
has so far proposed an acceptable account of causation for this situation. Yet
there is nothing special about the set up that prevents the problem generalizing
to all entangled states. Furthermore in quantum field theory there is no absolute
direction of causation for gauge interactions and causality seems to be even less
well understood. If we consider the spatio-temporal criterion of concreteness
then we are faced with the problem that the structure of spacetime itself is an
object of physical investigation. Yet it can hardly be iz spacetime. (Again note
that we return to the status of causation in fundamental physics in Chapter 5,
sections 1—4.)

Moreover, the dependence of physics on ideal entities (such as point masses
and frictionless planes) and models also offers another argument against attaching
any significance to the abstract/concrete distinction. It is worth noting also that
the statistics obeyed by electrons are analogous to those obeyed by pounds sterling
in a British bank account rather than by actual physical pounds. For example, if
two people have two pounds between them in their bank accounts but no pounds
are divided, then there are three possible distributions: one of them has both, the
other has both, or they have one each. This is like the distribution of electrons
in boxes described above. (Actual physical pound coins of course obey classical
statistics.) These considerations are not compelling but do suggest the possibility
of a rapprochement between the objects of physics and of mathematics.
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Mathematical structuralists have long argued that the applicability of mathe-
matics is due to the world instantiating mathematical structure.5¢ Mathematical
objects are usually regarded as having no essential properties or natures. Rather
they merely appear as arguments in formulae. This is regarded by mathematical
structuralists as evidence for their view that mathematics is the study of structures,
where these are understood to be fully characterized when the relations obtaining
between the objects making up the structure are characterized, without any need
to say anything whatsoever about the nature of objects themselves.5”

3.7 FURTHER REFLECTIONS ON PHYSICS

So far we have motivated OSR by means of a consilience argument that appeals
to considerations from the realism debate in general philosophy of science, and
also to the philosophy of quantum physics and GR. However, although the
latter are stable components of advanced physics, it might be objected that,
given the PNC and PPC, we ought to be able to show that OSR is motivated
by cutting-edge physics. There is a quick response to this, namely, to claim
that since there is no agreed-upon theory of quantum gravity, and no unified
theory of all the fundamental forces recognized by physics, there are as yet no
lessons to be drawn for metaphysics from these parts of physics. This would be
a fair response up to a point but we nonetheless concede that we ought to have
something more to say. Hence, we will briefly explain some of the issues in the
search for a theory of quantum gravity, and attempt to draw some lessons for
our proposed metaphysics from the developments to date. In particular, there
are two related and fundamental metaphysical questions that we must address,
because it is alleged by some that contemporary physics has decided them for
us, namely, whether or not all times are real, and whether or not all physically
possible occurrences are real.

56 For an excellent survey see Reck and Price (2000). The most well-known advocates of struc-
turalism in the philosophy of mathematics are Parsons (1990), Resnik (1997), and Shapiro (1997).
Recent surveys include Hellman (2005) and MacBride (2005). Ladyman (2005) deploys Saun-
ders’s (2003a) version of PII mentioned above to defend mathematical structuralism against the
identity problem raised by Kerinen (2001) and MacBride (2005). See also Leitgeb and Ladyman
(forthcoming).

57 These observations lead to two versions of mathematical structuralism: a realist view according
to which mathematical structures exist in their own right independently of being instantiated by a
concrete structure; and an eliminativist position according to which statements about mathematical
structures are disguised generalizations about sets of objects that exemplify them (see Shapiro 1997,
149-50). The relationship between ontic structural realism and ante rem structuralism has been
explored by Psillos (forthcoming), Busch (2003), and Pooley (2006). As Pooley points out, Shapiro
does not deny that mathematical objects exist, but he does deny that they have a nature over and
above their relationship to the other objects in the relevant structure.
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The former question is often claimed by philosophers to have been answered
in the affirmative by Special Relativity (SR), and the latter is claimed by some
influential philosophers of physics to have been answered in the affirmative
by QM. Furthermore, some philosophers of physics argue that these issues are
directly analogous, and that the block universe of Minkowski spacetime, in which
all times are real, must be married with the Everettian multiverse, in which all
physical possibilities are real. However, we argue that these are both scientifically
open questions. If this is right then our naturalism requires that the metaphysics
espoused in this book must be neutral with respect to them. We will go further
and suggest grounds for questioning whether they could in principle be answered
by physics at all, and tentatively propose quietism about them. Finally, we reflect
on the implications of quantum information theory and recent proposals for the
interpretation of QM both for OSR, and to support the use we make of the

notion of information in the next chapter.

3.7.1 Still or sparkling?

There are several distinct though often conflated issues in the metaphysics of
time:

(i) Are all events, past, present and future, real?
(i) Is there temporal passage or objective becoming?
(iii) Does tensed language have tenseless truth conditions?

Call the view that all events are real ‘eternalism’, the view that only the present
is real ‘presentism’, and the view that all past and present events are real
‘cumulative presentism’. (The latter is defended by Michael Tooley (1997)
although not under this name.) Those who believe in the passage of time or
objective becoming often also believe that the process of becoming is that of
events coming into existence and going out of existence, but this need not
be so0; to suppose there is becoming, one need only believe that there is some
objective feature of the universe associated with the passage of time. Objective
becoming could be like a light shining on events as they are briefly ‘present’, and
is therefore compatible with eternalism.58 On the other hand, both presentism
and cumulative presentism entail a positive answer to question (ii), since if
events do come into existence, whether or not they then stay existent or pass
out of existence, this is enough to constitute objective becoming. Presentism
and becoming have also been associated with the idea that tensed language does
not have tenseless truth conditions. However, this is not a necessary connection
as Michael Tooley (1997) argues. So even though the standard opposition is
between those who answer ‘no’ to (i), ‘yes’ to (ii), and ‘no’ to (iii) on the one

58 Tim Maudlin (2002b) argues that the passage of time may be an objective feature of the
universe even if eternalism is true.
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hand (the defenders of McTaggart’s ‘A-series’), and those who answer ‘yes’ to (i),
‘no’ to (ii), and ‘yes’ to (iii) (the defenders of McTaggart’s ‘B-series’), a variety of
more nuanced positions are possible. We of course do not believe that philosophy
of language can have any bearing on the metaphysical issues addressed by (i) and
(ii), and hence we will have nothing to say about (iii).

There is a further celebrated question about time:

(iv) Does time have a privileged direction?

Cleatly if (i) or (ii) are answered positively then that is enough to privilege a
particular direction in time. However, eternalism and the denial of objective
becoming are compatible with time having a privileged direction, since there
could be some feature of the block universe that has a gradient that always points
in some particular temporal direction. For example, the entropy of isolated
subsystems of the universe, or the universe itself, might always increase in some
direction of time. Another well-known possible source of temporal direction
was proposed by Reichenbach (1956) who argued that temporal asymmetry is
grounded in causal asymmetry: in general, correlations between the joint effects
of a common cause are screened off by the latter but the joint causes of a common
effect are uncorrelated. Although some have claimed that Reichenbach’s Principle
of the Common Cause is violated, not least by the behaviour of entangled states
in QM (see for example van Fraassen 1991), we take it that such considerations
are sufficient to show that conceptually the question of the direction of time
must be separated from questions about eternalism. However, it may be that
no physical meaning can be attached to the idea of the direction of time in the
whole universe, because no global time coordinate for the whole universe can be
defined, or because many can and there is no principled way to choose between
them. The latter case is implied by SR, to which we turn.

The status of time in SR differs from its status in Newtonian mechanics in that
there is no objective global distinction between the dimensions of space and that
of time. Spacetime can be split into space and time, but any such foliation is only
valid relative to a particular inertial frame, which is associated with the Euclidean
space and absolute time of the coordinate system of an observer. This seems to
imply eternalism, since if there is no privileged foliation of spacetime, then there
is no global present, and so the claim that future events are not real does not
refer to a unique set of events.5® Furthermore, many have argued that, since SR
implies the relativity of simultaneity, whether or not two events are simultaneous
is a frame-dependent fact, and therefore there is no such thing as becoming.6°
However, this is too quick. It is possible to advocate a form of becoming that is

59 Of course, one could argue that the very notion of reality must be relativized to observers, but
this is to give up on the kind of metaphysics to which we are committed.
60 The literature on these topics is voluminous but among the most influential papers are Gédel

(1949), Putnam (1967), and Stein (1968) and (1989).
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relative to observers or events, so strictly speaking it is only absolute becoming
that is ruled out by the lack of absolute time in SR. Since the light cone structure
of Minkowski spacetime is Lorentz-invariant, it can be regarded as absolute. It is
easy then to define a notion of the open future of an event E, since any event E/
in the forward light cone of E will have events in its backwards light cone that
are not in the backwards light cone of E, meaning that there is a sense in which
it can be claimed that E’ is not determinate at E. This notion of becoming is
objective in the sense that all observers will agree about which events are in the
open future of a given observer at a particular point in his or her history, because
all observers agree about the light cone structure of spacetime.6!

In any case there is a fundamental problem with drawing metaphysical
conclusions about the nature of time from SR, namely that it is a partial physical
theory that cannot describe non-inertial frames of reference, or gravity.52 For
that we must turn, in the first instance, to GR, and the implications of that
theory for time are not clear. This is because GR gives us field equations that are
compatible with a variety of models having different global topological features,
and different topological structures may have very different implications for the
metaphysics of time.63 For example, if the topology of the universe is globally
hyperbolic then it is possible to define a single global foliation of spacetime for
it; otherwise it may not be. Clearly we must then turn to cosmological models of
the actual universe, of which there are many compatible with the observational
data. As yet there is no agreement about which of these is the true one. Highly
controversial issues about the cosmological constant and so-called dark energy,
dark matter, and the nature of singularities, as well as the various approaches to
the search for a theory of quantum gravity, all bear on the question of whether
spacetime will turn out to admit of a global foliation, and hence on whether
absolute time is physically definable. Even if it does turn out to be definable,
there remains the question of whether such a definition ought to be attributed
any metaphysical importance. For example, it is possible to define something
called ‘cosmic time’ which is based on the average properties of the universe’s
global matter distribution under the expansion of the universe. Some have argued
that we can regard Cosmic Time as giving us a privileged foliation (Lucas and
Hodgson 1990). However, others argue that the fact that such a foliation can be

61 Another possibility is to argue that while Special Relativity is empirically adequate, the
empirical evidence is nonetheless compatible with the existence of a privileged foliation. This would
be to advocate what Sklar (1974) calls a compensatory theory along the lines of that originally
proposed by Lorentz and Fitzgerald. This is the strategy adopted by Tooley (1997) for example. The
PNC forbids the revision of scientific theories on purely philosophical grounds, so the proposal of a
privileged foliation contra to SR requires a scientific motivation. One possible scientific motivation
is the adoption of a solution to the measurement problem that posits a preferred frame of reference
(see below). Another is the identification of foundational problems with the account of relativistic
phenomena in the Minkowski spacetime framework (see Bell 1987 and Brown 2005).

62 Tooley (1997) and Sider (2001) both confine discussion to SR.

63 Belot (2005a) argues that which category our universe falls into is an open question.
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defined gives us no reason to regard it as having an objective significance (Berry
1989), not least because it is based on averages that have nothing to do with the
phenomenological experience of everyday simultaneity for objects whose states
of motion are not the same as the state of motion of the galaxies in our region of
the universe with respect to which cosmic time is defined (see Bourne 2004).

Non-relativistic many-particle QM does not directly bear on the philosophy
of time since the status of time in the formalism is not novel in the same
way as in relativity. However, it has often been argued that quantum physics
is relevant to questions about the openness of the future, becoming, and the
direction of time, because of the alleged process of collapse of the wave function.
Since Heisenberg (1962) it has been popular to claim that the modulus squared
of the quantum mechanical amplitudes that are attached to different eigen states
in a superposition represent the probabilities of genuinely chancy outcomes,
and that when a measurement is made there is an irreversible transition from
potentiality to actuality in which the information about the weights of the
unactualized possible outcomes is lost forever. Hence, measurement can be
seen as constituting irreversible processes of becoming that induce temporal
asymmetry. However, that quantum measurements need not be so understood
is shown by the time-symmetric treatment of quantum measurements in the
formalism of Aharonov et al. (1964).64 Similarly, if there is no collapse, as in the
Everett interpretation, then again there is no temporal asymmetry in QM.

The upshot seems to be that the status of the arrow of time in QM is open.
The tension between SR and QM is made into a definite contradiction if collapse
of the wave function is regarded as an objective physical process, as in the
dynamical collapse theories along the lines developed by Ghiradi et al. (1986), or
if non-local hidden variables are introduced as in Bohm theory, since both imply
action at a distance and pick out a preferred foliation of spacetime (Timpson
and Brown forthcoming, Maudlin 1994).65> The real questions concern what
happens to time if quantum theory is married with GR, and we return to that
issue below. (Since relativistic quantum field theory is based on the background
of Minkowski spacetime the status of time in the former is the same as in SR.)

There is also a vast literature about whether or not the second law of
thermodynamics represents a deep temporal asymmetry in nature. The entropy
of an isolated system always increases in time, and so this seems to be an example
of the arrow of time being introduced into physics. If the whole universe is
regarded as an isolated object, and if it obeys the second law, then it would
seem that there is an objective arrow of time in cosmology. However, it is not
clear what the status of the second law is with respect to fundamental physics.

64 See also Leggett (1995) and Stamp (1995).

65 Myrvold (2002) shows that physical collapse models can be consistent with relativity theory
if collapse is regarded as foliation relative feature of the world. It also seems that it may be possible
to construct a version of GRW which is Lorentz-invariant after all (see Maudlin 2007).
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One possibility is that the second law holds only locally, and that there are
other regions of spacetime where entropy is almost always at or very near its
maximum. (Boltzman himself thought this was the case in his later years.) Even
if thermodynamics seems to support the arrow of time, it is deeply puzzling
how this can be compatible with an underlying physics that is time-symmetric.
Conservative solutions to this problem ground the asymmetry of the second law
in boundary conditions rather than in any revision of the fundamental dynamics.
The most popular response is to claim that the law does indeed hold globally
but that its so doing is a consequence of underlying time-reversal invariant laws
acting on an initial state of the universe that has very low entropy.6¢ This is
called the ‘Past Hypothesis’ by Albert (2000). A much more radical possibility
(see for example, Prigogine 1980) is that the second law is a consequence of the
fact there is a fundamental asymmetry in time built into the dynamical laws of
fundamental physics. Given the outstanding measurement problem in QM those
who propose radical answers to problems in thermodynamics and cosmology
often speculate about links between them and the right way of understanding
collapse of the wave function. Roger Penrose (2001), for example, suggests that
gravity plays a role.

It has also been suggested that the local thermodynamic arrow of time is
a consequence of the expansion of the universe (Gold 1962). Certainly, if
cosmological explanations of the second law are sought, its origin must have
something to do with gravity. This is because gravity is universally attractive,
and dominates the effects of the other forces at large scales. It is the force that
seems to lead to the creation of ordinary matter. Penrose (2004, 706 and 728)
argues that what he calls ‘gravitational entropy’ must be taken into account
when considering the entropy of the universe as a whole, and maintains that the
gravitational entropy of a system is higher when it is less uniform and lower when
it is more uniform, which is just the opposite of how entropy varies with thermal
uniformity. According to his calculations, the initial low entropy state of the
universe is so special that the phase space volume associated with it is a maximum
of 1 part in 10 to the 10 to the 123 of the total phase space volume. Given
this and the fact that the fundamental constants are fine-tuned to the extent
that minute changes in their values would result in a universe that could not
support our material being, anthropic reasoning often rears its ugly head in this
arena. On the other hand, Lee Smolin (2000) speculates that universes are ten a
penny, being born in the black holes of their parents and inheriting their laws
and constants with minor mutations, and so being subject to natural selection
since different universes will have different degrees of fertility. Clearly, both the

66 It is necessary to posit this because standard arguments in statistical mechanics which show
that it is overwhelmingly likely that a typical state of an isolated system will evolve into a higher
entropy state in the future also show that it is overwhelmingly likely that the state in question
evolved from a past state that had higher entropy too. See, for example, Albert (2000, ch. 4).
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question of eternalism, and the arrow of time, lead inexorably to cosmology and
thence to the realm of quantum gravity that we discuss below.

3.7.2 Quantum gravity®’

A theory of quantum gravity must do all of the following: say what happens in
nature at the Planck length (10723 cm); recover GR as a low-energy limit; and
provide a background spacetime, at least phenomenologically, for conventional
quantum theories. What else it should do is a matter of great contention. Some,
such as advocates of string theory and M-theory like Brian Greene (2004), think
it must also unify the four fundamental forces of nature; others, such as Smolin
(2006), argue that, in the first instance at least, it need only amount to a quantized
version of GR. A further question is whether quantum gravity must also be a
cosmological theory of one (unique and actual) universe, rather than allowing
for models representing a variety of universes. Partly because the most obvious
phenomenological domain of quantum gravity is at such high energies as to be
experimentally inaccessible, and partly because the theoretical search has led to
so many bizarre and conceptually diverse alternatives, the debate about quantum
gravity even among physical cosmologists often becomes explicitly philosophical.
This also happens because quantum gravity must reconcile a number of profound
tensions between GR and quantum theories.

Most obviously, quantum physics is the physics that best describes the
phenomena when we look at very short length scales, and GR is physics that
was specifically designed with a distinction between local and global properties
of spacetime in mind, and sought to describe deviations from the topological,
geometrical, and metrical properties of Minkowski spacetime that only show up
in large-scale structure—this is the scale tension. Second, GR depends on the
identification of inertial and gravitational mass, and the equivalence between
accelerating and gravitational frames, whereas quantum theory was originally
developed to account for the interaction between electro-magnetic radiation and
macter. Initially, it was only the energy states of matter that were quantized, but
subsequently it has proved possible, with differing degrees of success, to quantize
all the fundamental forces, with the exception of gravitcy—this is the force
tension. Third, relativistic theories obey the condition that there are invariant
and hence objective causal pasts for events, whereas in QM there are non-local
correlations that some regard as evidence of action at a distance—this is the
causal tension. Finally, there is the radically different status of time in quantum
theory versus GR. In the former, time is a parameter external to all physical
systems; in the latter it is a coordinate with no particular physical significance.

More specifically there is something called “The Problem of Time’ the upshot of

67 Introductions to the philosophy of quantum gravity include Callender and Huggett (2001)
especially the introduction, and Rovelli (2004, ch. 1). Wallace (2000) is also very helpful.
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which is that theories of quantum gravity are in danger of saying there can be no
change in the universe over time (we return to this below).

The approach of string theorists is to treat GR as the low-energy limit of
a quantum field theory of strings (which are two dimensional time-like world
sheets within a background ten or more dimensional space), and hence to
assume that quantum theory is basically correct and that GR must give the
ground. Depending on who one listens to, string theory has either already led
us a considerable distance down the road to a complete theory of quantum
gravity, or it has achieved absolutely nothing that counts as physics rather than
mathematics. String theory and the related perturbative quantum GR are both
sometimes referred to as covariant quantum gravity, and both involve a particle
interpretation of GR in terms of massless spin-2 bosons called ‘gravitons’. The
latter approach is perturbative since it begins by treating GR as if it were
a linear theory and then adding non-linear parts as corrections. The linear
theory in question is obtained by supposing that the fields are very weak so
that spacetime is nearly flat. Hence the background structure in question is
that of Minkowski spacetime. The biggest problem for this approach is that
the infinite quantities thrown up in calculations are not renormalizable. String
theory’s achievement was to solve the renormalization problem by treating
vibrating strings as fundamental entities and recover GR on the basis of the fact
that one of the string vibration modes corresponds to massless spin-2 bosons.
String theory then became superstring theory as super-symmetry (that treats
bosons and fermions as equivalent) was added. String theorists have followed the
methodology that was used in the construction of quantum field theories, namely
the search for fundamental symmetries. If the string theory vision is correct then
the ultimate fundamental physics will describe the universal symmetries of the
universe. (Another important commonality between string theory and classical
and quantum physics is that they posit a continuous space and time, which is
departed from by some rival programmes—see below.)

Lee Smolin is highly critical of string theory and argues that it is not falsifiable
in the sense that it makes no ‘falsifiable predictions for doable experiments’
(2006, 197). He claims there are no fundamental global symmetries, on grounds
that those theories that posit them are not fully empirically adequate. His
view is that the two big ideas that drive string theory, namely unification and
symmetry, have run their course, and that there have been no substantially
new results in particle physics since 1975. He points out that the standard
model has so many adjustable parameters that any likely experimental data from
particle accelerators can be accommodated by it.%8 He also emphasizes that
there are at least 10190 possible string theories, and argues that all the ones that
have been studied disagree with the data. Super-symmetric string theory has

68 There are at least nineteen free parameters in the standard model plus almost as many from
cosmology.
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105 free parameters. Hence, Smolin claims, partisans will be able to maintain
that whatever comes out of the next generation of particle accelerators confirms
super-symmetry. %%

He also criticizes string theory for being ‘background dependent’ in the sense
that it relies on a background spacetime structure. Smolin predicts that the
correct theory of quantum gravity will be relational in the sense that it won’t
posit any background structure which does not change with time but which is
necessary for the definition of kinematical quantities and dynamical laws (ibid.
199). Newtonian mechanics, SR, quantum theories including quantum field
theories, and string theory are all background-dependent and rely on various
structures that are outside the scope of the dynamics of the theory. For example,
in ordinary QM the spacetime and the algebraic structure of Hilbert space are
part of the background structure. On the other hand, GR, understood as a
cosmological theory of the whole universe, is a relational theory in the sense
that the physically important structural features of the theory are dynamical.
The equivalence class of diffeomorphic models that describes the world will not
fix the values of fields at points (as noted in 3.2), but it will fix the dimension
and topology of the spacetime, as well as the light cone structure (and hence
the causal order of events) and a measure of the spacetime volume of sets that the
light cone structure defines. Indeed, it turns out that one cannot say what the
observables are without solving the dynamics, because all observables describe
relations between degrees of freedom and the question of the physical identity of
spacetime points is inextricable from how the values of observables are associated
with them. The only background structure in GR consists of the dimensionality,
the differential structure, and the topology.

String theorists now seem to have accepted that background independence
is a desideratum. Brian Greene speculates about a background free version of
string theory, and the search for so-called M-theory is partly motivated by the
need for a way of thinking about strings that does not treat them as vibrations
in a background spacetime. However, no such theory yet exists.”® Meanwhile,
Smolin has inspired a significant minority of researchers to seeck background
independence in other approaches to quantum gravity, and he shows how this
notion plays out in the context of a variety of these theories. He suggests
that the history of physics testifies to the success of the pursuit of background
independence. It is true that progress has sometimes been made in physics by
eliminating background structure. SR eliminated the background structure of

69 Curiel (2001) bemoans the paucity of contact with observation in quantum gravity research.

70 There are five versions of string theory but it was known that there were pairs that were dual,
that is, inter-transformable. Edward Witten convinced string theorists that these five versions were
mutually inter-translatable versions of a single theory after all and that theory has been dubbed
M-theory (see Greene 2004). M-theory ups the number of spatial dimensions to ten and hence
the total dimensionality of spacetime to eleven. There are tentative suggestions of links between
M-theory and loop quantum gravity (see below).
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absolute space and time, and then GR eliminated the background structure of
Minkowski spacetime. On the other hand, there have been many background-
dependent theories that have been highly successful, including quantum theories.
Smolin himself concedes that GR is background-dependent in certain respects.
Furthermore, consider the success of the pursuit of symmetry and unification
of forces that motivates string theory, in generating the standard model and the
unified field theories based on the knitting together of the symmetry groups
previously discovered to be governing the separate forces. Smolin and Greene’s
dispute can be construed as concerning which of the following two desiderata
for fundamental physics holds trumps: symmetry or background independence.
The empirical evidence is equivocal, to say the least.

Among background-independentapproaches the most well-known is canonical
quantum gravity. This approach seeks a quantum theory of gravity, but not
necessarily a unification of all the fundamental forces. The idea is to quantize
GR after it has been formulated as a phase-space theory subject to a Hamiltonian
constraint so that sets of temporally successive three-spaces are models of the
field equations of GR. This gives rise to the famous Wheeler—DeWitt equation,
and the infamous Problem of Time. Essentially the latter arises because to treat
GR as a phase-space theory means first splitting spacetime into slices of space and
time. We can do this in many ways, each corresponding to a different definition
of time, but the diffeomorphism invariance of GR means that each slicing is
related to the others by a gauge transformation. The further complication is
that successive slices can themselves be related by gauge transformations. The
invariance of the state of the universe under gauge transformations thus means
that the physical states of the universe must be time-independent, and so nothing
changes, assuming that only gauge invariant quantities are physically real.

The latest version of the canonical programme is loop quantum gravity. The
pioneers of this approach include Abhay Ashtekar, Carlo Rovelli, John Baez, and
Lee Smolin. It is based on the reformulation of GR as a theory of connections on
a manifold, rather than as a theory of the metrics on a manifold. This is usually
advocated as a fully relational approach, although Rickles (2005) argues that the
hole problem arises in loop quantum gravity too and that it is not necessarily fully
relational. He argues that theories like loop quantum gravity admit of multiple
interpretations and that there are grounds for pessimism about whether quantum
gravity will sectle the substantivalism/relationism debate as Belot and Earman
(2001) suggest. Canonical quantum gravity in general, and loop quantum gravity
in particular, is only partly relational like GR in so far as it similarly takes for
granted the topology, dimensionality, and differential structure of a manifold.
Other approaches include:

e Causal set theory:7? this is a background-independent approach motivated by
the assumption that at the Planck scale spacetime geometry will be discrete, and

71 See Dowker (2003), Sorkin (1995), and the discussion in Stachel (forthcoming).
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by the fact that a discrete causal structure of events is almost sufficient to
define a classical General Relativistic spacetime (see Malament 2006). The
formalism models spacetime as a partially ordered set of primitive elements
with a stochastic causal structure representing the probabilities for ‘future’
elements to be added to a given element. The ‘volume’ of spacetime is
then recovered from the number of elements. The ‘dynamical structure’ is
compatible with eternalism because the whole of spacetime can be considered
as a single mathematical structure, and temporal relations regarded as just
the order of elements. The probabilistic structure is required to be local. It
can be shown that a classical spacetime can always be approximated by a
causal set. However, the converse does not hold and this is a major problem
for this approach (see Smolin 2006). Note that a causal set is a partially
ordered set where the intersection of the past and future of any pair of events
is finite: ‘[T]he fundamental events have no properties except their mutual
causal relations’ (210).

e Causal triangulation models: these models use a combinatorial structure of a
large number of 4-simplexes (the 4-d version of a tetrahedron), from which a
classical spacetime will emerge as a low energy limit, and from which quantum
theory can be recovered if background assumptions are made. Interestingly,
the latest simulations of spacetime emerging dynamically from these models
generate it as four-dimensional on large scales, but two-dimensional at short
distances (and it is known that a quantum theory of gravity is renormalizable
in two dimensions).”2

» Topological quantum field theories, twister theory, and non-commutative
geometry: these approaches are highly abstract and speculative at present.”3

ese are all known as ‘covariant’ approaches because they do not invoke a
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preferred foliation of spacetime. Another covariant approach worth mentioning
as the unique feature that the temporal dimension is abandoned altogether:

has the unique feature that the t 1d bandoned altogeth

e Barbour’s relationism:74 time is supervenient on change, but change is just
differences between distinct instantaneous three dimensional spaces.

All of these research programmes use new and highly abstract mathematical
structures to describe the universe, and theorists hope to get the familiar
behaviour of spacetime and quantum particles to emerge as limiting behaviour.
It seems clear that we cannot yet say what the metaphysical implications of
quantum gravity are, but the possibilities range from eleven dimensions to two,
from a continuous fundamental structure to a discrete one, and from a world
with universal symmetries to one with none.

72 See http://arxiv.org/abs/hep-th/0505113, and also Ambjorn et al. (2004).

73 See Baez (2001), Penrose (2004, ch. 3), and Connes (1994) respectively.

74 This may be a misnomer since Barbour’s ontology seems to include substantival space, albeit
without time. A comprehensive discussion of Barbour’s theory is Butterfield (2002).
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For the project of this book, the main lesson of quantum gravity is that one
way or another the world is not going to be describable at the fundamental
level by means of the familiar categories from classical physics that derive
from the common-sense world of macroscopic objects. It seems that in all
the non-perturbative approaches to quantum gravity familiar macroscopic four-
dimensional spacetime is dynamically emergent rather than fundamental, and
in M-theory there are many more dimensions that we usually think. Thus it
appears overwhelmingly likely that some kind of mathematical structure that
resists domestication is going to be ineliminable in the representation of the
world in fundamental physics. With respect to the metaphysics of time, it seems
that it is an open question whether there is an objective global asymmetry in
time, and whether such dynamical structure as there is in the universe reflects
a fundamentally tensed reality or whether eternalism is true. (Mathematically,
perhaps the real issue is between three—or more—plus one dimensions and
four.) If M-theory is the correct theory of quantum gravity then there will
be universal symmetries that are not time-dependent, and they may define
a background independent structure. If there is no background-independent
structure and asymmetry in time is part of fundamental physics, then it may be
that there is ‘dynamics all the way down’ and reality is fundamentally tensed.

One possible motivation for the dynamical view is a principle that van Fraassen
sometimes seems to endorse, namely that there is nothing that’s both perfectly
general about all of reality and also true. This coheres with the idea that there
is dynamics all the way down in the universe, since any fundamental properties
that hold generally would necessarily be time-independent and hence amount
to background structure. Consider Smolin: “The universe is made of processes,
not things’ (2001, 49). Smolin insists that a lesson of both relativity theory and
quantum theory is that processes are prior to states. Classical physics seemed to
imply the opposite because spacetime could be uniquely broken up into slices of
space at a time (states). Relativity theory disrupts this account of spacetime and
in QM nothing is ever really still it seems, since particles are always subject to a
minimum amount of spreading in space and everything is flux in quantum field
theory, within which even the vacuum is the scene of constant fluctuations.

Smolin and Rovelli seem to have accepted that we will not be able to describe
the whole universe at once. (We mention Rovelli’s radical relationism again
below.) On the other hand, we claim it is a metaphysical residue of obsolete
physics to suppose that the universe is ‘made of” anything, whether objects or
processes, and that such homely metaphors should be relinquished. Either way,
the block view cannot be ruled out a priori, and has generated some empirical
successes in the history of physics. Given that we seem for now to have reached
an impasse it is worth noting that each view must accommodate the success of
the other: the block view, if it is right, must eventually explain the second law
of thermodynamics, and the emergence of the phenomena that are described by
the dynamical laws of physics; and the process view must explain how something
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like the block universe of SR and GR emerges from a structure that is ultimately
dynamical. One possibility is that neither the dynamical or block extremes are the
whole story. Another is raised by attempts to recover the emergence of a foliation
of spacetime and the appearance of dynamics from an account of observers
as information-processing systems (see Saunders 1993b and 1995 and Hartle
2004). (We return to the Everett interpretation in the next section.)

However, one of the lessons of quantum gravity is that some philoso-
phers—especially standard scientific realists—have jumped to overly strong
metaphysical conclusions on the basis of not taking account of all the possibilities
still held open by physics. There are two leading examples where what some
philosophers treated as decisive rulings from physics are now questioned. One
of these is the case we have just been discussing, namely, whether or not we live
in a block universe. The other is the alleged discovery by quantum theory that
the world is not deterministic. In Bohm theory and the Everett approach, the
world comes out deterministic after all. Clearly, theories that seem to wear their
metaphysical implications on their sleeves often turn out to admit of physical
reconstruction in different terms. Many physicists have attempted to resolve
tensions between QM and GR by seeking what can be regarded as the key
metaphysical truth that lies behind each theory’s empirical success. For example,
Barbour and Smolin think that relationism is the basis for the success of relativity
theory. Often it is argued that the truth of quantization that lies behind the
empirical success of QM means that theorists should pursue discrete structures
of space and time as in the programmes of causal set theory. If each instant is
ontologically discrete then why should the timeline be continuous? On the other
hand, Hardy (2005) in his discussion of quantum versus classical probabilities,
and Deutsch (2004) in his discussion of quantum versus classical computation,
argue that there is a sense in which QM is more in keeping with continuity
than classical physics. The key insight of QM might also be regarded as the
superposition principle, and the consequent problem of entangled states, but
there are conceptual and empirical problems with the idea of the structure of
spacetime being subject to entanglement (see Penrose 2001).

Soitis not clear which aspects of the metaphysical foundations of contemporary
physics—for example, continuous space and time, or four-dimensionalism —will
be preserved in quantum gravity.”> However, there are certain modal relations
that will be preserved, just as those of classical mechanics were preserved in
QM and relativity theory. For example, the approximate validity of the Galilean
transformations at low relative velocities of the classical law of gravitation in
the latter case, and the recovery of the probabilities for the position of a
classical harmonic oscillator from n quantum harmonic oscillators as n becomes
large, or the form of various Hamiltonian functions, in accordance with Bohr’s

75 Monton (forthcoming) points out that presentism is an open question in so far as a fixed
foliation theory of quantum gravity has not been ruled out.
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correspondence principle, in the former. Note that in these cases, although
relations are preserved, the relata and even their logical type may not be.
For example, recall from 2.3 that gradV(< r>) = md?> <r> /dtz, exhibits
continuity between classical and quantum mechanics having a similar form
to the Newtonian equation F = ma. But the quantum equation has as its
arguments the expectation values of Hermitian operators, whereas the classical
equation features continuous real variables. Further examples abound in the case
of quantum fields where more and more interactions are taken into account by
considering higher-order perturbation theories. Everyone working on the next
stage knows they must recover the last stage as a low energy limit. Indeed one
approach to quantum field theory known as the effective field theory approach
seeks only low energy limits rather than a fundamental description.”é This is
true of quantum gravity also, where the recovery of classical GR and/or QM
as a low energy limit is the prime methodological principle. Note that what is
being recovered in all these cases is a theoretical structure that encodes the modal
structure of the phenomena at a high level of abstraction and not merely the
empirical structure or actual data.

We cannot say whether the correct theory of quantum gravity will be closely
related to one or more of the existing research programmes, or whether some
completely new approach will be necessary. Furthermore, there is no guarantee
that the problem of quantum gravity will be solved in the near future, or
indeed at all. Notwithstanding the conviction of the string theorists on the
one hand, and the arguments of Cartwright and others on the other, it seems
to us to be an open question what the outcome of the search for a theory
of quantum gravity will be, and profoundly contrary to the spirit of scientific
inquiry to declare the mission impossible. Given the diversity of philosophical and
foundational presuppositions and implications currently abroad—for example,
ranging from a return to absolute time to nihilism about time, and from ten-
dimensional continuous spaces to discrete graphs—there is little positive by way
of implications for metaphysics that we can adduce from cutting-edge physics.
However, there is often an emphasis on modal or causal structure in quantum
gravity; for example, Bell-locality is imposed a6 initio in causal set theory.

However, when it comes to negative lessons, there is more to be said. None
of the existing contenders for a theory of quantum gravity is consistent with
the idea of the world as a spatio-temporal manifold with classical particles
interacting locally. This is not surprising to anyone who has thought about the

76 Effective field theories are only valid at certain energy scales and the move to different
scales may require the introduction of completely new physical processes (cf. Hartmann 2001 and
Castellani 2002). Cao and Schweber (1993) defend the claim that there will be a never-ending
tower of effective quantum field theories and no fundamental theory. Note that the level structure
here is given by energy scales not spatial scales although these are not unrelated. The standard model
is widely regarded as an effective field theory and not a fundamental one. Wallace (2006) argues
that the information that we get from effective field theories is structural information.
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implications of Bell’s theorem. As we said in 1.2.3 and 3.4, it is important
that this is not a theorem about QM, but rather tells us something about any
possible empirically adequate successor to QM, namely that it cannot be both
local and posit possessed values for all measurable observables. We are justified
in treating as unmotivated the idea that any theory of quantum gravity will
be a local realist theory, and we should restrict consideration in metaphysics to
theories that are compatible with the violation of Humean supervenience implied
by entanglement. The structuralism that we have defended in this chapter fits
naturally with cutting-edge physics. Here is Stachel: “Whatever the ultimate
nature(s) (quiddity) of the fundamental entities of a quantum gravity theory turn
out to be, it is hard to believe that they will possess an inherent individuality
(haecceity) already absent at the levels of both general relativicy and quantum
theory’ (2006, 58). As the editors of a recent collection on the foundations of
quantum gravity say:

There is a common core to the views expressed in these papers, which can be characterized
as the stance that relational structures are of equal or more fundamental ontological status
than objects. (Rickles et al. 2006, p. v)77

3.7.3 Everett—Saunders—Wallace quantum mechanics and Ontic
Structural Realism

There is a close analogy between the debate about time’s passage, and the debate
about the collapse of the wave function that has been remarked upon by a
number of authors (including Rovelli 1997 and Wallace 2002), but perhaps the
clearest and most systematic investigation is due to Saunders (1995). According
to his account, the notions of the present and of passage in Minkowski spacetime
are directly analogous to the notions of actuality and of collapse in Everettian
QM. Saunders coined the expression ‘the quantum block universe’ (1993b) to
refer to the picture of reality that we get by fusing SR with QM without collapse.
The idea is that just as in SR our notions of the present and passage must be
understood as entirely contextual and perspective-relative, so in Everettian QM
our notions of the unique outcome of a measurement and the collapse of the
wave function must be understood as thoroughly relativized to a branch of the
universal wave function. Just as, contrary to appearances all times are real, so all
possible outcomes of a measurement are real. What we refer to as the actual is
the branch in which we happen to find ourselves.

It is well known that the Everett interpretation faces two major problems.
The first is the probability problem that concerns how to recover the Born
rule that is used to interpret quantum states in terms of the probabilities of

77 Dawid (forthcoming) argues that string theory supports a position akin to ontic structural
realism.
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measurement outcomes in a setting where it must be supposed that all the
outcomes associated with non-zero amplitudes occur. The second is the problem
of the preferred basis, namely what basis should be used for the representation
of a quantum state given that infinitely many are possible, and only some
correspond to macroscopic objects like pointers in measurement devices having
definite positions.

David Deutsch and David Wallace have pioneered an interesting approach
to the probability problem using decision theory but we will have nothing to
say about this here since our concern is with metaphysics.”8 One solution to
the problem of the preferred basis is to regard the position basis as privileged.
However, Saunders and Wallace reject this approach because there is no Lorentz-
invariant way to define the worlds that would result from doing so exactly.
Instead they defend the idea that decoherence generates an approximate basis,
and that this is sufficient to recover the appearances of a definite macroworld
of localized pointer positions. We briefly explain these issues below with a view
to establishing that (a) if the Everett interpretation of QM is correct then OSR
is the right account of the ontology of scientific theories, and (b) it is an open
question whether a no-collapse interpretation of QM commits us to the existence
of more than one macroworld.

Wallace (2002) argues that the idea of a foliation of Minkowski spacetime
defined by the Lorentz frame appropriate to our current state of motion is only
sufficient to generate a three-dimensional space that approximates to our everyday
conception of space. Analogously, the distinct ‘branches’ or ‘worlds’ within which
macroscopic objects are always in definite states are only approximate according
to Wallace. Wallace (2003a) argues for a view of our macroscopic everyday
ontology that is closely related to the theory being developed in this book.”?
In particular, he argues that there is a false dichotomy between macroscopic
objects being exactly recoverable from the formalism of QM, and their being
illusory. The positive account he gives of macroscopic objects is based on
the use of decoherence theory to explain the appearance of an approximate
basis in which such objects have the relatively determinate states that they
are observed to have. Wallace is keen to avoid both versions of the Everett
interpretation which require a preferred basis in the physical world to be
written directly into the formalism, and many minds versions of the Everett
interpretation, which require a basis with respect to which macroscopic objects

78 See Deutsch (1999), Wallace (2003b and 2006), and Greaves (2004). Of course, meta-
physics and epistemology are not entirely independent here since many will reject Everettian
metaphysics if they believe that it can’t be used to recover the rationality of ordinary reliance
on the Born rule in epistemic practice. However, evaluation of the proposed resolution of the
Everettian probability problem would take us too far from our primary concerns. We are hap-
py to concede for the sake of argument that the probability problem can be solved by the
Everettian.

79 He cites Worrall (1989)and Ladyman (1998) on structural realism, and also Dennett (1991a)
whose account of ‘real patterns’ we take up in the next chapter.
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have determinate properties to be given by the quantum mechanical properties
of the brains of conscious observers.80

The point about decoherence theory is that it shows in quantitative terms
how interference between terms that represent distinct states of macroscopic
objects very quickly becomes negligible. Macroscopic objects are systems with a
very large number of correlated degrees of freedom and the idea is that when a
microscopic system interacts with a measuring device decoherence is responsible
for the rapid appearance of a definite outcome. Some people have advocated
decoherence theory as a solution to the measurement problem in itself, but
the difficulty with this is that nothing in decoherence theory suffices to explain
why there should be a single outcome of a measurement of a particle that
exists in a superposition of two quantum states with respect to the observable
being measured.8! The other complaint about decoherence is that although it
shows that the entangled system will very quickly evolve into a state that is
for all practical purposes indistinguishable from a proper mixture rather than a
superposition, nonetheless the interference terms are still there, albeit very small.
This means that in principle it is possible to conduct an interference experiment
on the composite system and detect their effects. Neither of these problems are
faced by an advocate of the Everett interpretation like Saunders or Wallace who
will concede both that there is no single outcome for a measurement where a
system starts off in a superposition with respect to the observable in question,
and that in principle interference never goes away.

The issue that Wallace addresses is whether an approximate basis in which
macroscopic systems take on the appearance of definite states is sufficient to
recover both the appearances, and the objectivity of discourse and theorizing
about our everyday ontology. His claim is that it is a fallacy to demand
an exact basis for the recovery of everyday objects and the distinct branches
or worlds of the universal wave function that is presumed to describe the
whole universe. Furthermore, Wallace argues that strict criteria of identity over
time for worlds and indeed people are also neither available nor necessary.
His account of what it is for higher-order objects to exist is in terms of the
emergence of patterns or structures (2003a, 91). He also points out that some
entities in physics, for example, quasi-particles, are not posits of fundamental
physics but rather they are real patterns whose existence consists in their
explanatory and predictive utilicy. Wallace also explicitly adopts functionalism
in the philosophy of mind, so mental states, such as the conscious experience
of observing a certain outcome of a quantum measurement, are themselves
patterns or structures. Hence, indeterminacy about the identity over time of

80 The many minds theory has two variants due to Michael Lockwood (1989) and Albert and
Loewer (1988). For discussion of all aspects of the Everett interpretation see Barrett (1999) and the
symposium in The British Journal for the Philosophy of Science (1996), 47.

81 See Adler (2003).
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macroscopic branches carries over to indeterminacy about the identity over time
of people.82

One question that Wallace doesn’t answer is whether he is proposing a two-
tier ontology in terms of fundamental physics on the one hand, and emergent
approximate structures on the other, or whether he is happy with the idea that
it is real patterns all the way down. On the face of it he seems to be offering
a traditional realist view of the wave function, and then to be offering the real
patterns account for higher-order ontology. For example, he says: ‘A tiger ... is
to be understood as a pattern or structure in the physical state’ (2003a, 92). On
the other hand, he points out that quantum particles are themselves emergent
patterns or structures of the quantum field, and he is clearly aware of the
possibility that there is no underlying stuff.

This raises the issue addressed by Jonathan Schaffer (2003), namely whether
or not there is a ‘fundamental level’ to reality (recall the discussion of 1.6).
Schaffer argues that there are no good empirical grounds for believing that there
is a fundamental level, and good philosophical grounds for denying it. Arguably
we have inductive grounds for denying that there is a fundamental level since
every time one has been posited, it has turned out not to be fundamental
after all. Call ‘fundamentalism’ the view that there is a fundamental level to
reality. Ned Markosian (2005) defends ‘ontological fundamentalism’, the view
that the entities at the most fundamental level are the only real ones (or at least
are more real than any others).83 This is a familiar idea which can be captured
by Reichenbach’s (1957) distinction between illata and abstracta. The former
are the things that exist at the fundamental level, the latter are those things that
only exist because we conceptualize mereological sums of the illata as if they were
genuine objects for pragmatic purposes. We will argue in the next chapter that
the illata/abstracta distinction ought to be denied. The tentative metaphysical
hypothesis of this book, which is open to empirical falsification, is that there is
no fundamental level, that the real patterns criterion of reality is the last word
in ontology, and there is nothing more to the existence of a structure than what
it takes for it to be a real pattern. Hence, particles or spacetime points are just
patterns that behave like particles or spacetime points respectively, just as ‘A tiger

82 Saunders (1993b) showed that observers understood as information-processing systems will
pick out a particular consistent history space because they must have memories, and memories
encoded in states that are not diagonal in the decoherence basis do not persist. Recently, Jim
Hartle (2004) has argued that the emergence of a local now for observers is due to their
information-processing properties.

85 Recall from 1.2.3, that Markosian himself believes that there is a fundamental level consisting
of simple objects, and that all other objects are mereologically composed of simples. He denies
that this gives us grounds for denying the existence of higher-order objects. Note also that Schaffer
seems to assume that mereological atomism and fundamentalism amount to the same thing,
but this is not so since there could be a fundamental level which consists of one indivisible
entity.
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is any pattern which behaves as a tiger’ (Wallace 2003a, 93).84 As Saunders puts
it: ‘T see no reason to suppose that there are ultimate constituents of the world,
which are not themselves to be understood in structural terms. So far as I am
concerned it’s turtles all the way down’ (2003d, 129).

One reason why we believe this is that we reject any grounds other than
explanatory and predictive utility for admitting something into our ontology.
However, we also have a more basic problem with the idea of a fundamental
level, namely, its presupposition that reality is structured into levels in the first
place. The standard way in which these levels are distinguished is according
to size. So, for example, the domains of different special sciences are identified
with different scales, the atomic for physics, the molecular for chemistry, the
cellular for biology, and so on. A moment’s reflection makes the limitations
of this obvious since economics can be applied to an ant colony or the world
economy, and evolutionary theory can be applied to entities of any size (even,
according to Smolin (2000), to the whole universe). Furthermore, in accordance
with physics, we regard the structure of space and the metric used to measure
length as themselves emergent structures. Hence we can hardly treat them as
a fundamental framework within which to describe the levels against which
everything else exists.

Wallace’s citation of Ladyman (1998) recognizes the accord between his views
and OSR, while structuralism has been at the heart of Saunders’s work since at
least his (1993a and 1993b). Two important questions remain however:

(i) How does the idea of modal structure figure in the context of the Everett
interpretation?
(ii) Isthe metaphysical view of this book committed to the Everett interpretation?

On the Everett interpretation, what we would normally regard as a non-realized
and non-actual possibility, such as an electron being found to be up in the
x-direction when we found it to be down in the x-direction, is realized (and
hence indexically actual just as in a Lewisian possible world) in another branch
of the universal wave function. Hence, there is a sense in which some of what are
from the everyday perspective possible but non-actual events are realized after all.
For the Everettian, more of the modal structure of the world than we ordinarily
think is realized. Note too, however, that many non-actual possibilities will not
be compatible with the wave function; for example the electron being in a definite
state of up in the z-direction given that it is up in the x-direction. Yet there is a
sense in which the electron could have been up in the z-direction; for example,

84 Recall that the most plausible interpretation of GR has it that spacetime points cannot be
identified as real objects independently of the physical properties associated with them, and the
most plausible view of quantum particles is that their individuality is conferred on them by the
relations into which they enter.
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if we had chosen to measure z-spin instead. In general it seems that lots of the
counterfactual possibilities that we quantify over in the special sciences will not
have counterparts in other branches, because they will not be compatible with the
universal wave function. So although on the Everett interpretation, there is more
to reality than the actuality that meets the eye, it is still the case that the actual (in
the non-indexical sense) universal wave function rules out some possibilities, and
hence that not all the modal structure of the world is realized. Furthermore, it is
also the case that the higher-order modal structure tracked by the special sciences,
for example, as embodied in the second law of thermodynamics or Newton’s law
of gravitation, is an objective feature of the world, and hence we take it that an
Everettian must still admit the idea of the modal structure of reality in order to
understand laws and (the appearance of) dynamics, even if they ultimately think
in terms of a timeless block universe without collapse.

The question that remains for us is (ii) and this brings us to the hardest challenge
for our project, just because it is the hardest challenge for the philosophy of
physics. As Saunders (2003a and 2003b) says, one can only pronounce on the
ontology of quantum theories up to a point before one must have something t